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Abstract: Technology forecasting (TF) is the prediction of the future aspect otlntdogy. TF is therefore an important tool
for planning an R&D policy efficiently, and thus most firms and govemimeonsider it to be essential to their technological
competitiveness. Since developing technology is usually patented, tbiemfianalysis of data presented in patent documents is an
obvious approach to TF. In this paper, we propose a method for @amglpatent data, using a combination of text mining and the
Apriori algorithm. To verify that our method yields an improved perfanoe, we performed an experiment using patent documents
concerning database technology retrieved from the United States Padefitzalemark Office.
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1 Introduction 13,14). Patent data comprise huge text documents. We
can predict future technology of any domain by analyzing
the data contained in these documents. However, it is
difficult to analyze the documents in their original form
using quantitative analysis because, in general, the paten
data are neither numeric nor categoricdl5][ To
overcome this difficulty, in this study we used text
mining. In addition, we propose an objective TF method

Technology forecasting (TF) is an approach to predicting
the future aspect of a technologyj[ It provides a novel
result that can be applied in managing R&D policy. It is,
however, difficult to forecast technology. Many results of
TF studies have been publishe®],[most of which used
subjective and qualitative approaches, such as Defhi [ L L . o
4,5]. We definitely need the abundant knowledge of tk;at yﬁes tlexthr_nlnlnghlndcomblnatg)n W't\r} thel ﬁprl_on_
domain experts for TF. However, TF studies conducted b)/'i gorithm. In this method, we used our Visual Apriori
such experts produced inconsistent results because th(é{A) algorithm and patent documents as the quantitative
results were dependent on the experts’ experiebgd. | method and objective data, respectively. The Apriori

To solve this problem, a few research studies, reported i%lgorithm is a popular data mining techniques[17,18].

[7,8], used objective and quantitative TF methods. an [ aluz)ri\t/ﬁmal%ggt(;n (I)Sn a\?isﬁ);ﬁ?zr;?i%i acsjr?gﬁj'(gg dmll?sl?ng
7,8,9,10] data mining techniques and patent documents 9 9

were used as quantitative methods and objective datq(!extracted association rules. In our previous research, we
: L - - .~ found that using association rules and maps improved the

resp?ctl\;ely. Data fm|n|ng ||S a tgchngque {orhretﬂevmg TF results ﬂ.éj] and used the internaE[)ionaIp patent
novel information from a large databas#l] that has o .
been used in diverse fields, such as bioinformatics andc;g[zsllgfelgfr:n('ltﬁgéxcp?gr?nieor:t ?r?;?\r/]vtedp%cr?g:rigtj tgs\/elzrr]i?;t
CuSfm::err?tlaizogsm?r;ni?a}gfern:;tu(;ﬁ?Edg][ert (IP). It the performance of our method, we used patent data

P T property {IF). related to database technology as our given technological
consists of a set a#xclusive rightgranted by asovereign

stateto an inventor. It includes complete information of domain [L9. In the section2, we present PA for the

: purpose of TF, and the Apriori algorithm. Also, we will
the developed technology. The R&D plan of many flrmsu e keywords of patent documents instead of the IPC

is based on patent management, that is, the obtaining and < "\vie then propose a TF method using text mining

maintaining of patents. TF through patent analysis (PA) is : : : : :
an approach to the efficient management of pateyi] and the VA algorithm in sectio8. To verify the improved
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Table 1. Lift value explanation term,
Lift value Relationship betweenerny andTermny,
Greater than 1 Positively associated
0 Independent document, - ﬁ"equencyy
Less than 1 Negative associated : :

Fig. 1: Document-term matrix structure

performance of our method, we present our experimental
results in section4. The final section presents our

conclusion and the direction of future work. ) ) .
That is, support is the probability dfermy and Term,

occurring. The measure of confidence is
P(Term¢NTerm)

A patent document includes the complete information P(Term,)
about a developed technology, such as the patent numbeFhis is the conditional probability of Termy given Termx.
inventor, international patent classification code, agpli The last measure of the ARM evaluation is lift:

date, abstract, title, claims, drawing, citation, and so on P(Termy|Termy)  P(Termy(\Termy) 3
All these details are considered as input data for PA. A P(Term)  P(Term)P(Term)) ©)
popular approach to PA used the analysis of the link . ) X _
structure between patents constituted by citatic@.[ ' n€ lift value is from 0 tow, as described in Tablg. In
However, since it did not analyze the textual information tiS paper, the results of the VA algorithm are evaluated
of technology descriptions, this approach was limited inin the same way as the ARM results. That is, we will use
terms of forecasting future technology trends. In this Support, con_fldence, and lift as the measures for evaluating
study we therefore selected the title and abstract of pateri{® VA algorithm.

documents as input data for PA. We forecast future 1hiS research study proposes a model which
technological trends according to the results of our PA.  combines a VA algorithm with text mining and multiple

In TF, it is very difficult to achieve accurate results, [€gression analysis as an approach to PA for finding the

and elaborate methods are therefore required. Our preseH€nd of a given technological field; that is, we analyze
paper proposes an advanced TF model for efficienPatent documents in order to achieve an efficient TF
technology forecasting using the VA algorithm as a result. The input data of our model are patent documents,

quantitative and objective method. In order to use a VAWhICh consist of text and drawn data. It is difficult to
algorithm, since their original form is not suited to analyze these docum_ents directly using our guantitative
statistical analysis and a machine learning algorithm, weMethod. To solve this problem, we first apply a text
have to transform patent documents into structured dat&Mning technique to transform the retrieved patent
[7,15,21]. In this study, we use the results of our PA docume_nts into _structured data f_or use in multiple
method, which uses text mining combined with a VA régression analysis and our VA algorithm. _
algorithm, to forecast future technology. . First, using the detgrmmed keywqrd equation of a

given technological field, we retrieve the patent
documents related to the domain for which we wish to
3 Technology forecasting using text mining perform TF. The proposed quel uses only t.he title and
and visual Apriori algorithm abstract from among the diverse information of the

retrieved patent documents, which we transform into a

document-term matrix for our PA method. This matrix
consists of documents and terms as rows and columns,
respectively. Each value of the matrix is the frequency of
each term in a document. Figuteshows the structure of
the document-term matrix.

In Figurel, frequency is represented by the number
of term; that occur indocument In general, the column
(term) dimension is much larger than the row (document)
dimension. In addition, most values of the frequencies are
0. This matrix is therefore extremely sparse. To overcome

extracted rules of ARM are evaluated by support,th's problem, we remove the sparse terms from the

confidence, and lift measures. The measure of support Otpatnx. After removing the sparse terms, a revised
objectsTerny andTerny is document-term matrix (rDTM) is obtained. Contrary to

the document-term matrix, in the rDTM the dimension of
P(Term(ﬂTerrn,) (1)  the column is smaller than that of the row. The rDTM has

2 Technology forecasting )

P(Term|Term,) =

The VA algorithm comprises association rule mining
(ARM) and visualization. Association rule mining is a
popular data mining algorithm for extracting novel
connections between objects from a large databae [
16,22]. ARM has two sets of items and transactions.
I = {i1,ip,---,in} and T = {t3,to,--- ,tn} are the items
and transaction sets, respectively. A transaction cansist
of a uniqgue number and contains items [11,13]. A rule of
ARM is represented asTeérm, — Terny), whereTermy
and Termy, are the objects of transactions. Finally, the
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Determine technological field for TF Revised document-term matrix (rDTM)

l Using keyword equation lew:iuin:g dependent and independent variables

Hetrida patshk dooimints Dependent variable (1 term)

l.qpphmg text mining to tifle and abstract : term representing target technology
- Independent variables tk terms)
Construct document-term matrix :all terms except dependent variable
thigh dimension and sparseness)
l Removing sparseterm l.‘!pp!_n'ug multiple regression analysis

Provide revised document-term matrix - rDTM

How o trenaion ond e parsaees) Computing p-values of independent variables

l Selecting significant terms (p-value=0.03)

Fig. 2: Process of constructing a revised document-term matrix
Meaningful terms for WA algorithm

Fig. 3: Process of determining meaningful terms
a low dimension and no sparseness. Figighows the
process of constructing an rDTM.

The resultant rDTM is used for multiple regression
analysis and the VA algorithm. We next analyze the
rDTM using multiple regression. In a regression model,
independent and dependent variables are needed. In this
study, the dependent variable is determined as the targeted
technological term for the TF. For example, in a TF task Fig. 4: Visualization of association rule
that targets database technology, we can determine the
term "database” as the dependent variable. All terms
other than the dependent variable (term) in rDTM are
considered to be independent variables. These terms a

used to explain the technological behavior of the targetyqnfigence value. Lastly, we find the final rules by the lift
technology (term). Our regression model is value computed from the results of the support and
tterm = Bo + Bitermy + Botermp + - - - confidgnce values. For a more advanced approach to
+Bterm+ e 4) extracting the meaningful rules,_ we consider the
visualization of the result according to the support,
In this linear equationtfierm is the dependent variable, confidence, and lift values.
termy,termp, --- ;term are independent variables, and  Figure 4 shows a visualization of the Apriori
and are the regression parameter and error, respectivelggorithm result. The circle size represents the support
The strength betweetierm (dependent variable) and a value. In addition, the color intensity represents the
term (an independent variable) is represented by &aonfidence value. Thus, we can find the novel association
regression parameter. The statistical significance of gules easily and visually. Combining the Apriori
regression parameter is interpreted by its probabilityalgorithm and visualization, we propose the VA algorithm
value (p-value). A regression parameter is significantas follow.
when its p-value is less than 0.05. FigBeshows the
process of multiple regression analysis for obtainingTechnology Forecasting using text mining and the VA
meaningful terms. algorithm
The results of the regression analysis are used as inpuitepl. Constructing revised document-term matrix
for the VA algorithm. In this study, the VA algorithm (rDTM)
consists of the Apriori algorithm and the visualization of (1-1) Determining the technological field for TF;
its results. The Apriori algorithm is an algorithm that (1-2) Making the keyword equation;
extracts association rules by mining frequent object setg1-3) Retrieving patent documents;
[11]. When X andY are meaningful terms representing (1-4) Using title and abstract of retrieved patent data;
technologies, an associatiorX (— Y) means that if (1-5) Transforming patent data into a document-term
technology X is developed, technologyy will be matrix;
developed. This rule is represented as (1-6) Revising the document-term matrix to obtain an
rDTM.
develop technology) — develop technology) (5) Step2. Selecting meaningful terms using regression
We use the three measures of association rules to discovanalysis
the novel rules from all possible rules. We generate thg(2-1) Deciding on dependent and independent variables;
rules using a support value with a predetermined(2-2) Modeling regression equation by terms;

Y

threshold. The rules are then ranked according to the
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Retrieved patent documents

of given technology i
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TR Iey— Fig. 6: Number of patents related to database technology

by support, confidenee, and lft
4

Technology forecasting for
given technology

206 transactions (rows) and 46 items (columns). We then
Fig. 5: TF process by text mining, regression, and VA algorithm constructed a document-term matrix. The dimension of
this matrix was 398% 16836. That is, the number of
documents and terms were 3983 and 16836, respectively.
Since most of its values were 0, this matrix was very

(2-3) Computing p-values of all independent terms; sparse. To solve this sparseness problem, we reduced the
(2-4) Finding meaningful terms for input of VA dimension of the document-term matrix. We removed the
algorithm. terms in the bottom 95% of sparseness. Thus, we

Step3. Extracting novel rules for technology forecasting achieved an rDTM with 3983 documents and 64 terms.
(3-1) Computing support, confidence, and lift of all rules; The 64 terms are
(3-2) Extracting novel rules using Apriori algorithm;
(3-3) Visualizing the result of the Apriori algorithm; "access, accordance, analysis, apparatus, application,
(3-4) Determining final rules for technology forecasting. associated, —automatically, client, communication,
computer, control, create, data, database, determine,
In this study, we determine the final rules for TF of device, disclose, distributed, executing, file, generate,
a given technology field using the three measures of thddentifying, information, input, integrated, interface,
Apriori algorithm and the visualization of the results oéth management, memory, method, model, multiple, network,
Apriori algorithm. Figures shows the complete process of object, operation, order, performance, plurality, presen
the proposed model. processing, program, query, receiving, record, relatipna
The process of PA for TF, from retrieving the patent request, response, result, search, selected, serveiceerv
documents to extracting the association rules, comprise§oftware, specified, storage, structure, system, talvies, i
three steps: text mining, regression, and the VA algorithm transaction, type, update, use, value, and varibus
The experiment we performed to verify the performance
of our method is described in the next section. We determined the dependent and independent
variables from these terms. Since the aim of the TF was to
forecast database technology, the term "database” was
selected as a dependent variable of the regression model.
All the other terms were used as independent variables.

. . The regression model was defined as
To verify the improved performance of our method, we

used patent documents related to "database technologyfatabase= by + bjaccesst - - - + bgavarious (6)
retrieved from the USPTO (United State Patent and
Trademark Office, www.uspto.gov)19]. These data where, by is the intercept of the regression model, and
consisted of 3983 patent documents from the beginningbs,b,,---,bgs) are the parameters representing the
of 1983 until July 11, 2011. In this experiment, we used strength of the correlation between each independent
R-project packages for PALG,23]. Figure 6 shows the variable and dependent variable. The p-value of each
number of patent applications filed per year. regression parameter indicates whether the strength is
The first patent application concerning databasesignificant. Table2 shows the meaningful terms and their
technology was filed in 1983. The number of filed patentsp-value. All these terms were deemed statistically
was increasing in the mid-1990s, and the rate of increassignificant since their p-value was less than 0.05. For TF
accelerated in the early 2000s. Using all the retrievedof database technology, we used these terms as input for
patent documents, we constructed transaction data witthe VA algorithm.

4 Experiment and result
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Table 2: Selected meaningful terms

Meaningful term| p-value
access 0.000
accordance 0.000
apparatus 0.004

automatically | 0.000 " @ 9595 disclos < o
disclose 0.000
distributed 0.006
generate 0.009
integrated 0.000 bl
management | 0.000
operation 0.027 R,
program 0.006 search ' !
query 0.000
record 0.008 program
request 0.000 value
search 0.010
server 0.000 Fig. 7: Apriori visualized result for TF
service 0.029
storage 0.001
structure 0.000
system 0.000 that the technology of disclosure was developed after the
update 0.001 technologies of "record,” "request,” "search,” "system,”
use 0.014 and "use” were developed.
value 0.030 Figure 7 shows the visualization of the results of the
Apriori algorithm. Since the terms "query,” "service,” and
"program” are located in the outer reaches of the
Table 3: Top three rules extracted by support value visualization diagram, it can be seen that their technology
Rule Rank | Support| Confidence| Lift was not important. Conversely, since they are in the
use— system 1 | 04148 | 97445 | 1138 center of the diagram, it can be seen that the technology
system— use 0.5648 of "system” and "management” was the basis of all
management; system |, | 351 | 08834 14 5030 database technologies. Therefore, a company that has this
system— management 0.4379 . " . .
Storage— system 07671 technology WI.|| be competitive in the field of database
3 | 0.2754 1.0446 technology. Since, the circle size of "storage” is larger
system—s storage 0.375 ay ) g ¢]

than that of other terms in the visualization result,
"storage” technology was necessary to database

Table 4: Top ranked rule by lift and support values technology. In addition, we can determine that this
Apriori measure Extracted ruie technology will be needed continuously in the future in

Lift=19.4293 the database technology field.
: {record, request, search, system,jus
— disclosure

[¢]

Confidence=1
Support=0.0013

5 Conclusion

In this paper, we proposed a TF method to predict the
We then extracted the novel rules using the threeassociated trend of a technology. This study used text
measures of the Apriori algorithm. TabBeshows the top  mining, regression analysis, and introduced a VA
three rules extracted by support value. We found that thalgorithm. In addition, retrieved patent documents were
three technology (term) pairs, (use» system), wused as input data for the proposed model. In the
(management» system), and (storage> system) were experiment we performed in order to verify the
associated. That is, if technology of "use” was developed performance of our method, we selected database
technology of "system” was also developed. However, thetechnology as the given technology field. We retrieved the
confidence values of "use” and "system” were different: patent documents related to database technology from the
the confidence value of rule (use system) was 0.7445, USPTO. We used only the title and abstract of the patent
while, the confidence value of rule (system use) was documents. Using a text mining technique, we
0.5648. Thus, we knew that the technology constructingconstructed a revised document-term matrix, which was
"system” was developed after "use” technology. In the used as the input data of the VA algorithm to extract the
cases of (management, system) and (storage, system), thevel association rules. We also constructed a
results were similar to the case of (use, system). Tdble visualization of the results of the VA algorithm. Finally,
shows the novel rule with the largest lift value. We found we combined the results of the VA algorithm and the
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