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#### Abstract

Fast evaluation of oscillatory integrals is an issue attracts much attention in many fields. In this paper, we are interested in the calculation of canonical oscillatory integrals, and the irregular oscillatory integrals are transformed into canonical ones with respect to the presences of stationary phase points or not. Two calculation methods for the canonical oscillatory integrals are then proposed: one is the Clenshaw-Curtis method and another is the improved-Levin method. In the improved-Levin method, the eigen-decomposition is employed to solve the target system of linear equation, and a much higher efficiency is yielded in comparison with the direct solution methods such as the Gaussian elimination.
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## 1. Introduction

How to calculate the oscillatory integrals like

$$
\begin{equation*}
I[f]=\int_{a}^{b} f(x) \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} x, \quad \omega \gg 1 \tag{1}
\end{equation*}
$$

is a key issue arising in many fields[1]. In this kind of integral, $f(x)$ and $g(x)$ are both smooth and non-oscillatory, and they are called the amplitude function and the phase function, respectively. During the past decades, some special quadrature methods for oscillatory integrals have been developed, and the representative ones include the asymptotic expansion method[2,3], the Filon(-type) method[4, 5], the Levin(-type) method[6,7], the (numerical-)steepest descent method[8], the stationary phase point method[9], and others. Among them the Filon method and the Levin method have attracted much attention. The Filon(-type) method has a relatively long history but it is generally only applicable for oscillatory integrals whose moments $\int \phi_{k}(x) \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} x$ are explicitly known ( $\phi_{k}$ are the basis functions adopted, $k=0,1, \cdots$ ), so its generality is limited. The Levin method has better applicability for oscillatory integrals with complicated phase functions, but the system of linear equations involved tends to be ill-conditioned and the integral result is susceptible to the ill-conditioning. J. Li and etc. have put forward an improved-Levin method
to remove the impact of the ill-conditioning in [10-12], where the well-conditioned system of linear equations is solved by the Gaussian elimination method, and the illconditioned one is solved by the TSVD (truncated singular value decomposition) method. During the processing, the computational complexity of Gaussian elimination method is $\mathcal{O}\left((N+1)^{3}\right)(N+1$ is the number of nodes used in the calculation), and the TSVD method requires even more operations. Although the iterative method can cut down the computational complexity to $\mathcal{O}\left((N+1)^{2}\right)$ in each iteration step, the total computational complexity differs for different oscillatory integrals due to the different convergence rate of them. Later, Olver introduced a GMRESLevin method to calculate the oscillatory integrals in [13], where the differentiations involved are calculated via FFT and the total operations are believed to be on the level of $\mathcal{O}((N+1) \log (N+1))$. However, as stated in [14], the FFT has a lot of nested operations which create overhead that is not apparent in the count of multiplications and additions. In fact, the FFT is generally competitive only for very large $N$. For moderate $N$, the direct matrix multiplication is actually even more efficient. In the filed of fast computation of oscillatory integrals, the main idea is to obtain the integral result using small or moderate number of nodes, rather than very large number of nodes, so it is useful to find other approaches to proceed the computations via matrix multiplications.

[^0]In this paper, we transform the irregular oscillatory integrals into canonical ones, and then propose the ClenshawCurtis method and the improved-Levin method to compute the transformed integrals. During the process of the improved-Levin method, the eigen-decomposition is employed to solve the target system of linear equations, which is finally boiled down to two matrix-multiplication process and the operation counts can be reduced from $\mathcal{O}\left((N+1)^{3}\right)$ (for traditional methods such as the Gaussian elimination) to $\mathcal{O}\left(2(N+1)^{2}\right)$.

## 2. Transformation of an oscillatory integral from irregular form to canonical form

In the present paper, we are interested in the numerical evaluation of canonical highly oscillatory integrals of the form

$$
\begin{equation*}
I[f]=\int_{-1}^{1} f(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x \tag{2}
\end{equation*}
$$

As will be shown in the next section, oscillatory integrals of this canonical type can be efficiently calculated. But for an irregular oscillatory integral with complex phase function, the situation is a little complicated. This section will show that it can also be transformed into a canonical form. The derivations are proceed in two cases: those free of stationary phase points and those with stationary phase points.

### 2.1. The case free of stationary phase points

In this case, we assume that the oscillatory integral is in the form of (1) and the phase function $g(x)$ is free of stationary phase point in the interval $[a, b]$ (i.e., $\forall x \in[a, b], g^{\prime}(x) \neq$ $0)$. Let $y=g(x)$, then the oscillator in (1) can be transformed into a canonical one[15]:

$$
\begin{equation*}
I[f]=\int_{g(a)}^{g(b)} \frac{f\left(g^{-1}(y)\right)}{g^{\prime}\left(g^{-1}(y)\right)} \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} y \tag{3}
\end{equation*}
$$

Moreover, introducing the coordinate transform $y=v(x)=$ $\frac{g(b)-g(a)}{2} x+\frac{g(b)+g(a)}{2}$ to (3) yields an oscillatory over a normalized interval:

$$
\begin{equation*}
I[f]=\int_{-1}^{1} F(x) \mathrm{e}^{\mathrm{i} \xi x} \mathrm{~d} x \tag{4}
\end{equation*}
$$

where $F(x)=\frac{g(b)-g(a)}{2} \mathrm{e}^{\mathrm{i} \omega \frac{g(a)+g(b)}{2}} \frac{f\left(g^{-1}(v(x))\right)}{g^{\prime}\left(g^{-1}(v(x))\right)}$ is nonsingular, and $\xi=\frac{g(b)-g(a)}{2} \omega$. In this transformation, one requires for knowing the inverse of $g(x)$. The inverse can generally be easily worked out using Newton's method[15], but in many practical applications, it even can be analytically obtained. A representative example is the oscillator
in scattering problems. In that situation, the phase function has the form of $g(x)=\sqrt{\mu^{2}+\nu^{2}\left(x-x_{0}\right)^{2}}, \nu>0$, then the inverse function can be directly obtained as

$$
x=g^{-1}(y)= \begin{cases}x_{0}+\frac{\sqrt{y^{2}-\mu^{2}}}{\nu}, & \text { for } x \geqslant x_{0}  \tag{5}\\ x_{0}-\frac{\sqrt{y^{2}-\mu^{2}}}{\nu}, & \text { for } x<x_{0}\end{cases}
$$

### 2.2. The case with stationary phase points

The stationary phase point of an oscillatory integral is a point where the first derivative of the phase function vanishes (i.e., $\exists x \in[a, b], g^{\prime}(x)=0$ ). It is known that a stationary phase point plays a very important roll in determining the integral result[16], so the integrand around it should be carefully handled. In this paper we assume that the stationary phase points are located at the endpoints. This assumption is justified since an oscillatory integral with stationary phase points inside the interval can be subdivided into several sub-integrals according to the positions of the stationary phase points:

$$
\begin{align*}
I[f] & =\left(\int_{a}^{c_{1}}+\int_{c_{1}}^{c_{2}}+\cdots+\int_{c_{m}}^{b}\right) f(x) \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} x  \tag{6}\\
& \triangleq \sum_{n=0}^{m} I_{n}[f]
\end{align*}
$$

where $c_{1}<c_{2}<\cdots<c_{m}$ are $m$ stationary phase points.
Consider one of the integrals on the right hand side of (6). For convenience the lower and upper limits of the integral are denoted by $c$ and $d$, respectively:

$$
I_{n}[f]=\int_{c}^{d} f(x) \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} x
$$

As shown in (6), the stationary phase points of this integral are located at the endpoints, so $g^{\prime}(x) \neq 0$ holds for $x \in(c, d)$. However, while transforming this integral to (3) to obtain a canonical form, the presence of stationary phase points will introduce singularity to the amplitude function $\frac{f\left(g^{-1}(y)\right)}{g^{\prime}\left(g^{-1}(y)\right)}$ because $g^{\prime}(x)$ vanishes at the endpoints. In order to avoid this difficult, special transformation should be considered.

Let

$$
\begin{equation*}
h(x)=\int_{c}^{x} f(t) \mathrm{d} t \tag{7}
\end{equation*}
$$

then the concerned sub-integral is transformed as

$$
\begin{align*}
I_{n}[f] & =\int_{c}^{d} \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} h(x) \\
& =\left.h(x) \mathrm{e}^{\mathrm{i} \omega g(x)}\right|_{c} ^{d}-\mathrm{i} \omega \int_{c}^{d} h(x) \mathrm{e}^{\mathrm{i} \omega g(x)} \mathrm{d} g(x) \tag{8}
\end{align*}
$$

In the open interval $(c, d)$ the phase function $g(x)$ is monotonic and invertible because the stationary phase points only exist at the endpoints. In this sense, introducing the transformation $y=g(x)$ to (8) yields

$$
\begin{equation*}
I_{n}[f]=\left.h(x) \mathrm{e}^{\mathrm{i} \omega g(x)}\right|_{c} ^{d}-\mathrm{i} \omega \int_{g(c)}^{g(d)} h\left(g^{-1}(y)\right) \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} y \tag{9}
\end{equation*}
$$

In principle, the amplitude function $h\left(g^{-1}(y)\right)$ should be non-singular because both $f(t)$ and $h(x)=\int_{c}^{x} f(t) \mathrm{d} t$ are non-singular. However, this function could be very sharp due to the presence of stationary phase points at the endpoints. To be specific, the derivative of function $h\left(g^{-1}(y)\right)$ follows

$$
\begin{aligned}
\left.\frac{\mathrm{d} h\left(g^{-1}(y)\right)}{\mathrm{d} y}\right|_{y=y_{0}} & =\left.\left.\frac{\mathrm{d} h(\tau)}{\mathrm{d} \tau}\right|_{\left.\tau=g^{-1}\left(y_{0}\right)\right)} \cdot \frac{\mathrm{d} g^{-1}(y)}{\mathrm{d} y}\right|_{y=y_{0}} \\
& =f\left(\left.g^{-1}\left(y_{0}\right) \frac{\mathrm{d} g^{-1}(y)}{\mathrm{d} y}\right|_{y=y_{0}}\right.
\end{aligned}
$$

If function $y=g(x)$ vanishes at the endpoint(s) of interval $[c, d]$, then the value $\left.\frac{\mathrm{d} g^{-1}(y)}{\mathrm{d} y}\right|_{y=g(c)}$ or $\left.\frac{\mathrm{d} g^{-1}(y)}{\mathrm{d} y}\right|_{y=g(d)}$ tends to be infinite. In this manner, the presence of stationary phase points might introduce sharps to the plot $h\left(g^{-1}(x)\right)$ around the endpoints, and this will then introduce difficulty to the evaluation of $\int_{g(c)}^{g(d)} h\left(g^{-1}(y)\right) \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} y$. For example, when $f(x)=\sin x+\cos (7 x)$ and $g(x)=$ $(x-1)^{2}$, the plots of $f(x)$ and $h\left(g^{-1}(y)\right)$ are presented in Figure 1. Obviously, this phase function has a single stationary phase points at $x=1$, so it results in a sharp on the curve of $h\left(g^{-1}(y)\right)$ around $y=g(1)=0$.

Moreover, in order to overcome the problem caused by the sharps, an additional transformation is proposed. Let

$$
\begin{equation*}
k(y)=\int_{g(c)}^{y} h\left(g^{-1}(u)\right) \mathrm{d} u \tag{10}
\end{equation*}
$$

then the integral (9) can be transformed as

$$
\begin{align*}
I_{n}[f]= & \left.h(x) \mathrm{e}^{\mathrm{i} \omega g(x)}\right|_{c} ^{d}-\mathrm{i} \omega \int_{g(c)}^{g(d)} \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} k(y) \\
= & \left.h(x) \mathrm{e}^{\mathrm{i} \omega g(x)}\right|_{c} ^{d}-\left.\mathrm{i} \omega k(y) \mathrm{e}^{\mathrm{i} \omega y}\right|_{g(c)} ^{g(d)} \\
& -\omega^{2} \int_{g(c)}^{g(d)} k(y) \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} y \\
= & \mathrm{e}^{\mathrm{i} \omega g(d)}[h(d)-\mathrm{i} \omega k(g(d))]-\omega^{2} \int_{g(c)}^{g(d)} k(y) \mathrm{e}^{\mathrm{i} \omega y} \mathrm{~d} y, \tag{11}
\end{align*}
$$

where we have considered $h(c)=0$ and $k(g(c))=0$.
According to the definitions of $h(x)$ and $k(y)$ we have

$$
\begin{equation*}
k(y)=\int_{g(c)}^{y}\left(\int_{c}^{g^{-1}(u)} f(t) \mathrm{d} t\right) \mathrm{d} u . \tag{12}
\end{equation*}
$$



Figure 1 Plots of $f(x)$ and $h\left(g^{-1}(y)\right)$.
then substituting the assumption $u=g(s)$ to (12) gives

$$
k(y)=\int_{c}^{g^{-1}(y)} \int_{c}^{s} f(t) g^{\prime}(s) \mathrm{d} t \mathrm{~d} s
$$

This is a 2D non-oscillatory integral because $f(x)$ and $g(x)$ are both non-oscillatory, so the function $k(y)$ can be easily calculated by the Gauss-type quadrature algorithms[17]. At the same time, the derivative of $k(y)$ is determined as

$$
k^{\prime}(y)=\frac{\mathrm{d} \int_{g(c)}^{y} h\left(g^{-1}(t)\right) \mathrm{d} t}{\mathrm{~d} y}=h\left(g^{-1}(y)\right)
$$

so the plot of $k(y)$ should be very smooth since the function value of $h(x)$ is limited. As presented in Figure 2, the plot of $k(y)$ corresponding to $f(x)=\sin x+\cos (7 x)$ and $g(x)=(x-1)^{2}$ is really very smooth. In this sense, the difficulty of calculating the oscillatory integral in (11) is diminished.

At the same time, the oscillatory integral in (11) can be transformed into a canonical one if the coordinate transfo-


Figure 2 Plot of $k(y)$.
ration $y=\frac{g(d)-g(c)}{2} t+\frac{g(d)+g(c)}{2}$ is applied to it. Therefore, in the following study, we pay the main attention to the calculation of canonical oscillatory integrals like (2).

## 3. Evaluation of canonical oscillatory integrals

We first use the Clenshaw-Curtis method to calculate the canonical oscillatory integrals[15,4,18,19], and later develop an improved-Levin quadrature method for them.

### 3.1. Clenshaw-Curtis method

A very early attempt on the fast evaluation of canonical oscillatory integrals was made by Filon [4] who obtained the integral result by approximating the amplitude function with a polynomial and computing the moment $\int x^{k} \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x$ analytically. This work was later extended and improved by Luke[20], Clenshaw-Curtis[21], Bakhvalov[22], Patterson[23], and others[15, 18, 19]. Among them, the ClenshawCurtis method has attracted much attention for its good stability.

In the Clenshaw-Curtis method, the amplitude function is approximated with the Chebyshev polynomial:

$$
\begin{equation*}
f(x) \approx \sum_{k=0}^{N}{ }^{\prime \prime} \alpha_{k}^{N}[f] T_{k}(x) . \tag{13}
\end{equation*}
$$

In this formula, $T_{k}(x)$ denotes the Chebyshev polynomial, and the coefficients based on the Chebyshev-Lobatto nodes $\left(x_{s}=\cos \frac{s \pi}{N}, s=0,1, \cdots, N\right)$ are determined by

$$
\begin{equation*}
\alpha_{k}^{N}[f]=\frac{2}{N} \sum_{s=0}^{N}{ }^{\prime \prime} f\left(x_{s}\right) \cos \frac{\mathrm{i} s k \pi}{N}, \quad k=0,1, \cdots, N \tag{14}
\end{equation*}
$$

where the double prime ' ${ }^{\prime \prime}$, denotes a sum whose first and last terms are halved.

Consequently, substituting the approximation (13) to (4) yields

$$
\begin{align*}
I[f] & =\int_{-1}^{1} f(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x \\
& \approx \sum_{k=0}^{N}{ }^{\prime \prime} \alpha_{k}^{N}[f] \int_{-1}^{1} T_{k}(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x, \tag{15}
\end{align*}
$$

so the key of evaluating the oscillatory is reduced to the computation of the moments

$$
\begin{equation*}
I_{k}\left(T_{k}, \omega\right)=\int_{-1}^{1} T_{k}(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x \tag{16}
\end{equation*}
$$

Fortunately, they can be efficiently obtained by using the following recurrence relationship $[23,15]$ :

$$
\begin{aligned}
& -\mathrm{i} \omega(k-1) I_{k+1}-2\left(k^{2}-1\right) I_{k}+\mathrm{i} \omega(k+1) I_{k-1}= \\
& 2\left(\mathrm{e}^{\mathrm{i} \omega}+(-1)^{k} \mathrm{e}^{-\mathrm{i} \omega}\right),
\end{aligned}
$$

where the first three terms are given by
$I_{0}=\int_{-1}^{1} T_{0}(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x=\frac{2 \sin \omega}{\omega}$,
$I_{1}=\int_{-1}^{1} T_{1}(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x=\frac{2 \mathrm{i}(\sin \omega-\omega \cos \omega)}{\omega^{2}}$,
$I_{2}=\int_{-1}^{1} T_{2}(x) \mathrm{e}^{\mathrm{i} \omega x} \mathrm{~d} x=\frac{2 \omega^{2} \sin \omega-8 \sin \omega+8 \omega \cos \omega}{\omega^{3}}$.
After the moments $I_{k}\left(T_{k}, \omega\right)$ and the coefficients $\alpha_{k}^{N}[f]$ have been determined, the integral result is then quickly worked out according to (15).

The Clenshaw-Curtis methods work well on the canonical oscillatory integrals. It use FFT to save the calculation cost of obtaining the coefficients $\alpha_{k}^{N}[f]$, but its profit is greatly diminished when a moderate or small $N$ is taken into account. In the following section, we would like to introduce an alternative evaluation method for canonical oscillatory integrals based on the Levin method. It will be shown that the method has a comparable accuracy to the Clenshaw-Curtis method, and it is also with a very high efficiency.

### 3.2. Improved-Levin method

According to Levin's theory, to solve the integral (2) is to solve an ordinary differential equation (ODE) without boundary condition:

$$
\begin{equation*}
p^{\prime}(x)+\mathrm{i} \omega p(x)=f(x) \tag{17}
\end{equation*}
$$

If a proper function $p(x)$ is solved from the ODE, then the integral result is obtained as

$$
\begin{equation*}
I=p(1) \mathrm{e}^{\mathrm{i} \omega}-p(-1) \mathrm{e}^{-\mathrm{i} \omega} . \tag{18}
\end{equation*}
$$

Due to the good stability of Chebyshev expansion, we use the Chebyshev collocation spectral method to solve the ordinary differential equation. At the same time, the Chebyshev-Lobatto nodes cluster around the endpoints, so it is advisable to use these nodes since the integrand around the endpoint plays an important role in determining the integral result.

The differentiation matrix is a powerful tool in the spectral method[24,25, 14, 26, 27], and a classical explicit expression of the first-order Chebyshev differentiation matrix follows

$$
\mathbf{D}_{k j}= \begin{cases}\frac{c_{k}}{c_{j}} \cdot \frac{(-1)^{k+j}}{\left(x_{k}-x_{j}\right)}, & k, j=0, \ldots, N, k \neq j  \tag{19}\\ -\sum_{n=0, n \neq k}^{N} \mathbf{D}_{k n}, & k=j\end{cases}
$$

where $N+1$ is the number of nodes, $x_{j}=\cos \frac{\pi j}{N}$ are the Chebyshev-Lobatto nodes, and $c_{j}= \begin{cases}2, & j=0, N, \\ 1, & j=1, \ldots N-1 .\end{cases}$
If the function values of $f(x)$ on the Chebyshev-Lobatto nodes compose a vector $\mathbf{v}$, then the function values of $f^{\prime}(x)$ on these nodes can be expressed as $\mathbf{f}^{\prime}=\mathbf{D v}$ with a very high accuracy. Therefore, applying the differentiation matrix to the ODE (17) yields the following system of linear equations:

$$
\begin{equation*}
(\mathbf{D}+\mathrm{i} \omega) \mathbf{p}=\mathbf{f} \tag{20}
\end{equation*}
$$

where $\mathbf{p}$ and $\mathbf{f}$ are two numerical vectors corresponding to the unknown function values and the amplitude function values, respectively. This system of linear equations can be solved by traditional methods such as the Gaussian elmination method and TSVD method[11,10], but the operations required by these routines are $\mathcal{O}\left((N+1)^{3}\right)$ or even more. Here we would like to introduce another solution scheme for (20), and the count of operations can be reduced from $\mathcal{O}\left((N+1)^{3}\right)$ to $\mathcal{O}\left(2(N+1)^{2}\right)$.

Let the eigen-decomposition of matrix $\mathbf{D}$ be

$$
\begin{equation*}
\mathbf{D V}=\mathbf{V} \mathbf{\Lambda} \tag{21}
\end{equation*}
$$

where $\mathbf{V}$ is the matrix whose $k^{\text {th }}$ column is the eigenvector $\mathbf{v}_{k}$ of $\mathbf{D}$ and $\boldsymbol{\Lambda}$ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues, i.e., $\boldsymbol{\Lambda}_{k k}=\lambda_{k}$. In this manner, the target system of linear equations (20) can be re-expressed as

$$
\begin{equation*}
\mathbf{V}(\boldsymbol{\Lambda}+\mathrm{i} \omega \mathbf{E}) \mathbf{V}^{-1} \mathbf{p}=\mathbf{f} \tag{22}
\end{equation*}
$$

with $\mathbf{E}$ being an identity matrix. Introducing $\tilde{\mathbf{p}}=\mathbf{V}^{-1} \mathbf{p}$ and $\tilde{\mathbf{f}}=\mathbf{V}^{-1} \mathbf{f}$ to (22) yields

$$
\begin{equation*}
(\boldsymbol{\Lambda}+\mathrm{i} \omega \mathbf{E}) \tilde{\mathbf{p}}=\tilde{\mathbf{f}} \tag{23}
\end{equation*}
$$

Then the solution of (23) can be directly obtained as

$$
\begin{equation*}
\tilde{\mathbf{p}}_{k}=\frac{\tilde{\mathbf{f}}_{k}}{\lambda_{k}+\mathrm{i} \omega} \tag{24}
\end{equation*}
$$

and the solution of (20) is finally obtained as $\mathbf{p}=\mathbf{V} \tilde{\mathbf{p}}$. According to the numerical vector $\mathbf{p}$, the integral result is yielded as

$$
\begin{equation*}
I[f] \sim \mathbf{p}(1) \mathrm{e}^{\mathrm{i} \omega}-\mathbf{p}(N+1) \mathrm{e}^{-\mathrm{i} \omega} \tag{25}
\end{equation*}
$$

It is noted that the differentiation matrices $\mathbf{D}$ for different $N$ are all known, so the eigen-decompositions of them (corresponding to $\mathbf{V}$ and $\boldsymbol{\Lambda}$ ) can be pre-computed. In this sense, the operations of the above-mentioned processes mainly come from the the following two operations: $\tilde{\mathbf{f}}=\mathbf{V}^{-1} \mathbf{f}$ and $\mathbf{p}=\mathbf{V} \tilde{\mathbf{p}}$.

Let the triangle decomposition of $\mathbf{V}$ be

$$
\begin{equation*}
\mathbf{T V}=\mathbf{L} \mathbf{U} \tag{26}
\end{equation*}
$$

where $\mathbf{T}$ is a permutation matrix, $\mathbf{L}$ is a lower triangle matrix and $\mathbf{U}$ is an upper triangle matrix, then the result $\tilde{\mathbf{f}}=\mathbf{V}^{-1} \mathbf{f}$ is determined by solving the following two systems of linear equations:

$$
\begin{align*}
\mathbf{L X} & =\mathbf{T f} \\
\mathbf{U} \tilde{\mathbf{f}} & =\mathbf{X} \tag{27}
\end{align*}
$$

where $\mathbf{X}$ is a temporary numerical vector. It is known that $\mathbf{L}$ and $\mathbf{U}$ are both triangle matrices and can be pre-computed, so the computational complexity of each equation in (27) is about $\mathcal{O}\left((N+1)^{2} / 2\right)$, resulting a total computational complexity of $\mathcal{O}\left((N+1)^{2}\right)$ for $\tilde{\mathbf{f}}=\mathbf{V}^{-1} \mathbf{f}$. At the same time, the matrix-multiplication $\mathbf{p}=\mathbf{V} \tilde{\mathbf{p}}$ is with a computational complexity of $\mathcal{O}\left((N+1)^{2}\right)$. In this manner, the total computational complexity of the present method is $\mathcal{O}\left(2(N+1)^{2}\right)$, which is much smaller than $\mathcal{O}\left((N+1)^{3}\right)$ for the direct solution methods (such as Gaussian elimination).

## 4. Numerical examples

Example 1.Calculate the integral

$$
I=\int_{-1}^{1}[\sin x+\cos (7 x)] \mathrm{e}^{\mathrm{i} \omega(x-2)^{2}} \mathrm{~d} x .
$$

For this integral, no stationary phase point is involved, so it can be directly transformed into the canonical form of (2). The performances of the proposed methods (the Clenshaw-Curtis method and the improved-Levin method) on different number of nodes $(N=2,4, \cdots, 40)$ are measured by the relative error $\varepsilon$ which includes the real part $\left(\varepsilon_{\mathrm{r}}\right)$ and the imaginary part $\left(\varepsilon_{\mathrm{i}}\right)$. If the numerical integral result is $I^{\prime}=\Re\left(I^{\prime}\right)+\mathrm{i} \Im\left(I^{\prime}\right)$ and the exact integral value is $I=\Re(I)+\mathrm{i} \Im(I)$, then the real and imaginary part of the relative error are defined as $\varepsilon_{\mathrm{r}}=\frac{\Re\left(I^{\prime}-I\right)}{\Re(I)}$ and $\varepsilon_{\mathrm{i}}=$ $\frac{\Im\left(I^{\prime}-I\right)}{\Im(I)}$, respectively.

Figure 3 presents the relative errors of the the ClenshawCurtis method and the improved-Levin method. Form this
figure it is observed that the two methods have comparable performances, and the relative error curves descend with the increase of the number of nodes. These phenomena can be explained as follows:
1.More nodes can give better interpolation of the amplitude function and phase function, so the relative error curves descend with the increase of the number of nodes.
2.The amplitude functions in both the two methods are interpolated by the same nodes (Chebyshev-Lobatto nodes), and the additional errors, corresponding to computing the moments $I_{k}\left(T_{k}, \omega\right)$ and solving the system of linear equations (20), are very small, so the accuracy of the two methods should be on the same level for fixed number of nodes.


Figure 3 The relative errors in approximating integral $\int_{-1}^{1}[\sin x+\cos (7 x)] \mathrm{e}^{\mathrm{i} \omega(x-2)^{2}} \mathrm{~d} x$ by the Clenshaw-Curtis method ( $\cdots$ ) and the improved-Levin method (-) for two choices of $\omega$, including the real part $(\bullet)$ and the imaginary part (o).

Example 2.Calculate the integral

$$
I=\int_{-1}^{1}\left(x^{2}+x\right) \mathrm{e}^{\mathrm{i} \omega \sqrt{1+(x+1)^{2}}} \mathrm{~d} x
$$

This kind of oscillator is very common in the field of electromagnetics. For this integral, a single stationary phase point $x=-1$ is involved, so it should be transformed following the way mentioned in section 2.2. During this comparison, the number of nodes $N$ varies as $N=$ $4,5, \cdots, 40$, and the relative errors of the Clenshaw-Curtis method and the improved-Levin method are presented in Figure 4. It is also seen that the two methods have comparable accuracy, and more nodes correspond to higher accuracies.

(a) $\omega=50$

(b) $\omega=100$

Figure 4 The relative error in approximating integral $\int_{-1}^{1}\left(x^{2}+\right.$ $x) \mathrm{e}^{\mathrm{i} \omega \sqrt{1+(x+1)^{2}}} \mathrm{~d} x$ by the Clenshaw-Curtis method $(\cdots)$ and the improved-Levin method (-) for two choices of $\omega$, including the real part $(\bullet)$ and the imaginary part ( $\circ$ ).

## 5. Conclusion

This paper provides an approach of transforming an irregular oscillatory integral into a canonical one, and presents an improved-Levin quadrature method to calculate the canonical oscillatory integral. For the improved-Levin method, the eigen-decomposition is adopted to solve the system of linear equations, and a much higher efficiency is achieved in comparison with conventional method such as the Gaussian elimination.
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