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Abstract: In this study, calculations necessary to solve the large scale linear programming problems in two operating systems, Linux
and Windows 7 (Win), are compared using two different methods. Relying on the interior-point methods, linear-programming interior
point solvers (LIPSOL) software was used for the first method and relying on an augmented Lagrangian method-based algorithm, the
second method used the generalized derivative. The performed calculations for various problems show the produced random in the
Linux operating system (OS) and Win OS indicate the efficiency of the performed calculations in the Linux OS in terms of the accuracy
and using of the optimum memory.
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1 Introduction

Linear programming (LP) is an important class of
optimization problems and is used extensively in
economics, operations research, engineering, and many
other fields.

In this paper we consider the primal linear
programming in the standard form

f∗ = min
x∈X

cT x, X = {x ∈ Rn : Ax = b, x ≥ 0},(P)

whereA ∈ Rm×n,c ∈ Rn, andb ∈ Rm are given,x is primal
variable, 0i denotes the i-dimensional zero vector. In this
work we present two methods for solving problem (P). The
first method -which is a Matlab-based package for solving
linear programs by interior-Point methods- is LIPSOL (the
function linprog in Matlab). The second method is based
on augmented Lagrangian method. [1,2,3,4]

Initially, some problems with different sizes are
produced randomly through providing generated problem
and then calculations are done in the Win OS. Though the
second algorithm enjoys a higher efficiency than

MATLAB LINPROG according to the results, it cannot
solve the large-scale problems. Now, the operating system
is changed from the Win to the Linux and the produced
problems are solved using both methods in the Linux OS.
It can be observed that the unsolved problems by the Win
OS are solved by the Linux OS. These results show the
higher efficiency and flexibility of the Linux OS than the
Win OS to make calculations and to solve large scale
problems using various methods.

This paper is organized as follows. Augmented
Lagrangian method is discussed in Section 2. In Section
3, some examples on various randomly generated
problems are provided to illustrate the efficiency and
validity of our proposed method. Concluding remarks are
given in Section 4.

In this work byA⊤ and‖.‖ we mean the transpose of
matrixA and Euclidean norm respectively anda+ replaces
negative components of the vectora, by zeros.

2 Augmented Lagrangian Method

In this section we consider problem (P). Assume that the
solution setX∗ of primal problem (P) is nonempty, hence
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the solution setU∗ of dual problem is also nonempty, and
x ∈ Rn be an arbitrary vector. Next Theorem tells us that
we can get a solution of the dual problem of(P) from the
unconstrained minimization problem .
Theorem 1. Assume that the solution setX∗ of problem
(P) is nonempty. Then there existsα∗ > 0 such that for all
α ≥ α∗ the unique least 2−norm projectionx of a pointx̄
ontoX∗ is given byx = (x̄+α(AT u(α)−c))+ whereu(α)
is a point attaining the minimum in the following problem:

min
u∈Rm

Φ(u,α, x̄), (1)

where
Φ(u,α, x̄) = −bT u + 1

2α ‖ (x̄ + α(AT u − c))+ ‖2. In
addition, for all α > 0 and x ∈ X∗, the solution of the
convex, quadratic problem (1), u∗ = u(α) is an exact
solution of the dual problem i.e.u(α) ∈U∗.
The proof is given in [1].

Now, we describe how can be solved the
unconstrained optimization problem (1). The function
Φ(u,α, x̄) is augmented Lagrangian function for the dual
of the linear programming(P) (see [5]),

f∗ = max
u∈U

bT u, U = {u ∈ Rm : AT u ≤ c} (D)

The function Φ(u,α, x̄) is piecewise quadratic,
convex, and just has the first derivative, but it is not twice
differentiable. Supposeu and s ∈ Rm, for gradient of
Φ(u,α, x̄) we have

‖∇Φ(u,α, x̄)−∇Φ(s,α, x̄)‖ ≤ ‖A‖‖AT‖‖u− s‖,

this means∇Φ is globally Lipschitz continues with
constant K = ‖A‖‖AT‖. Thus for this function
generalized Hessian exist and is defined the
m×m symmetric positive semidefinite matrix [6,7,8,9]

∇2Φ(u,α, x̄) = AD(z)AT ,

where D(z) denotes ann × n diagonal matrix with
i-diagonal element zi equals to 1 if
(x̄ + α(AT u(α) − c)i > 0 and equal to 0 otherwise.
Therefore we can use generalized Newton method for
solving this problem and to obtain global termination we
must use a line-search algorithm see [10]. In the
following algorithm we apply the generalized Newton
method with a line-search based on the Armijo rule [11].

Algorithm 1 Generalized Newton method with the
Armijoo rule
Choose anyu0 ∈ Rm andε ≥ 0
i=0;
while ‖∇Φ(ui)∞‖ ≥ ε
Choose αi =max{s,sδ ,sδ 2, ...} such that
Φ(ui)−Φ(ui +αidi)≥−αiµ∇Φ(ui)di,
where di = −∇2Φ(ui)

−1∇Φ(ui), s > 0 be a constant,
δ ∈ (0,1) and µ ∈ (0,1).
ui+1 = ui +αidi

i = i+1;
end

In this algorithm, the generalized Hessian may be
singular, thus we used a modified Newton direction as
following:

−(∇2Φ(ui)+δ Im)
−1∇Φ(ui),

whereδ is a small positive number(δ = 10−4), andIm is
the identity matrix of m order.
Now we introduce the following iterative process
(multiplies method for the dual LP problem (D)):

uk+1 = arg min
u∈Rn

{−bT u+
1

2α
‖ (xk +α(AT u− c))+ ‖2, (2)

xk+1 = (xk +α(AT uk+1− c))+, (3)

wherex0 is an arbitrary starting point and the solution of
the problem (2) has been obtained byAlgorithm 1.
Theorem 2. Let the solution setX∗ of the problem(P) be
nonempty. Then, for allα > 0 and an arbitrary initialx0

the iterative process (2), (3) converges tox∗ ∈ X∗ in finite
number of stepk and the primal normal solution̂x∗ was
obtained after the first iteration from above process, i.e.
k = 1. Furthermore,u∗ = uk+1 is an exact solution of the
dual problem(D).
The proof of the finite global convergence is given in [5]

3 Numerical results

In this section we present some numerical results on
various randomly generated problems to the problem (P).
The problems are generated using the following
MATLAB code:

%lpgen: Generate random solvable lp:minc′x s.t. Ax = b
;x ≥ 0,
%Input: m,n,d(ensity); Output: A,b,c; (x, u): primal-dual
solution
m=input(’Enter m:’)
n=input(’Enter n:’)
d=input(’Enter d:’)
pl=inline(’(abs(x)+x)/2’)
A=sprand(m,n,d);
A=100*(A-0.5*spones(A));
x=sparse(10*pl(rand(n,1)));
u=spdiags((sign(pl(rand(m,1)-rand(m,1)))),0,m,m)
*(rand(m,1)-rand(m,1));
b=A*x;
c=A’*u+spdiags((ones(n,1)-
sign(pl(x))),0,n,n)*10*ones(n,1);
format short e;
[norm(A∗ x−b),norm(pl(A′ ∗u− c)),c′ ∗ x−b′ ∗u]
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The test problem generator generates a random matrix A
for a given m,n and densityd and the vectorb. The
elements of A are uniformly distributed between−50 and
+50. In all computations were performed, our variant
augmented Lagrangian method and the generalized
Newton method and Armijo line search, were
implemented in MATLAB code. We usedCore 2 Duo
2.53 GHz with main memory4 GB. The computation
results are shown in Table (1) and Table (2). We present
comparison between the method is based onLIPSOL see
[12] in MATLAB ( linprog) and our algorithm (lpf ) in
Windows and Linux .
Computational results show that, some of the unsolved
problems in the Win OS are solved in the Linux OS.
The starting vector used in all following examples is
x0 = 0. In all solved examplesα = 10/d0.5, tol = 10−10.
The total times of computations in each example is given
the third column of the table. The accuracy of optimality
conditions of LP problems are in the last three columns.

4 Conclusion

Two methods have been offered in this paper to solve
linear programming problem. Initially, some problems are
produced randomly and then they will be solved by two
offered methods in the Win OS. Though the second
algorithm enjoys a higher efficiency than MATLAB
LINPROG according to the results, it cannot solve the
large-scale problems. Then the produced problems are
solved using the both methods in the Linux OS, the
results show that some of the unsolved problems in the
Win OS are solved in the Linux OS.
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