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Abstract: In this paper, a novel method of concealment of facial information wasproposed to protect the patient’s privacy. It consists
with two steps: the construction of a standard brain template and substitution ofthe template to a new brain image data. Fifteen medical
brain images are used to build the standard brain template. Registration and normalization procedures are applied to construct the
standard brain templates by using B-Spline registration. Segmentation is used to substitute the original image for the template image
and brain extraction. Canny-edge Level set segmentation algorithm is applied to segment a scalp-skull part from a whole brain volume
data. New medical brain images are substituted for the standard template to construct the anonymous face models. In order to verify the
validity of the anonymous face model, volumes of extracted brains from an original test brain and its anonymous brain were compared.
The result shows that the actual brain part from the anonymous brain isexactly same as one which comes from an original medical
brain image.
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1 Introduction

Privacy protection of medical image has been an
important issue when digital images and their pertinent
patient information are transmitted across public
networks. Mandates for ensuring health data security have
been issued by the federal government such as Health
Insurance Portability and Accountability Act (HIPAA),
where healthcare institutions are obliged to take
appropriate measures to ensure that patient information is
only provided to people who have a professional need.
For medical brain image dataset to qualify as sharable
under the “safe harbor” regulations, one of the
HIPAA-defined identifiers that must be removed is “full
face photographic images and any comparable images”
[1,2]. With the increasing resolution of morph metric MR
scans, it has become possible to reconstruct detailed
images showing facial anatomy. Thus, in order to share
unaltered MRI images, both sites are required to provide a
waiver of consent. This becomes problematic in
multifarious projects, particularly, those with the goal of
making data available to a larger research community.

“Anonymous” means that the researcher can in no
way identify the subjects. By using anonymity
technology, identifying information is not being

requested. There will be some specific situation in
medical image processing. Suppose brain surgeons intend
to analyze a patient’s related information with 3D brain
model, real face is bound to be recognized when 3D brain
model is reconstructed. It is difficult to conceal these
natural facial features, even if we just remove the patient
identifiers. The most direct solution is to cover these
facial features with something, such as a cylinder mask.
Yet, this solution has a drawback: it is easy to separate the
mask from the original image. A more recent approach
has suggested combining multiple automated
skull-stripping methods within a single meta-algorithm to
optimize results [3]. Another concern is that many of
these methods may remove certain elements, such as
extra-cranial cerebrospinal fluid (CSF) [4], which hold
some importance in some fields of research. With recent
advances in combining MRI with EEG/MEG [5], cranial
features are important for identifying electrode placement
with respect to a structural MRI. These features would be
removed when a skull-stripping algorithm is applied.
Skull-stripping methodology, then, may not be
sufficiently reliable for large-scale, automated
de-identification purposes [6,7,8]. A defacing algorithm
was developed that uses models of non-brain structures
for removing potentially identifying facial features while

∗ Corresponding author e-mail:hlee@jbnu.ac.kr

c© 2013 NSP
Natural Sciences Publishing Cor.

http://dx.doi.org/10.12785/amis/070434


1512 R. Du, H. J. Lee: Identity Concealment of Brain Images...

preserving brain tissue for future analyses. Visual
inspection of the defaced images showed none had brain
tissue removed. In order to quantify the effects of
defacing on a volume, the different datasets were bias
corrected with N3 [9], defaced, and then skull-stripped
using either a hybrid watershed algorithm [10] or Brain
Surface Extractor [11,12]; previous study of
skull-stripping algorithms suggested that these techniques
may be the most adept at automated skull stripping for the
pulse sequences and patient populations employed herein
[13]. An additional consideration is whether this defacing
algorithm can be suitable for most patients. Because it is
hard to remove the special identifying facial features,
these features can be recognized in the forehead.
Therefore an anonymous face model of medical brain
imaging proposed in this paper, which is a novel
challenge to protect individual privacy. The patient’s face
will be replaced by a non-recognized face. However, the
patient’s brain information is still intact. This method can
hide the personal information well to protect the privacy
of the patient. In this paper, an anonymous face model is
completed by building a standard brain template without
the brain part and combining a test medical brain image.
In addition, an improvement scalp-skull-stripping
algorithm is applied named “Canny-edge Level-Set”
segmentation method. The rest of the paper is organized
as follows. Section 2 is devoted to materials and methods.
Section 3 presents the experiment and concluding
remarks are given in Section 4.

2 Materials and Methods

Data Acquisition. The standard brain template was
created using MRI data from 15 subjects out of a limited
brain MRI dataset. Furthermore, after the rebuilding of
the anonymous face model, an extra brain MRI test model
was selected and used as cross validation to evaluate our
proposed method. The subject MR image set was
collected by using a common T1-weighted pulse
sequence examined in the Siemens Trio scanner. The data
was collected using the following settings: Scan plane is
Sagittal section; the field of view (FOV) = 220x220 mm;
Pixel Matrix = 256x256; 160 slices, which is interleaved;
Slice thickness = 1.2mm, distance factor 50%; Repetition
Time (TR) = 2300ms, Echo Time (TE) = 2.94ms; Grappa
Factor = 2; Scan time = 5:17.
Anonymous Face Model Creation. Standard brain
template construction is the first and most important step
in anonymous face modeling. The face of this template is
non-recognizable. In medical image processing,
registration and normalization are essential preprocesses
to build a standard template. During the scalp-skull
stripping, an improved level-set algorithm named
Canny-edge level-set is proposed and applied.

The completed anonymous face model procedure is
described as below, and its frame work is depicted in
Figure1:

Fig. 1: The completed frame work of anonymous face model.

1.The different datasets were collected to build 3D MR
image models as the components of a standard brain
template.

2.These component models were bias corrected with
registration. After registration, here is the process of
normalization. This step can standardize the
component models.

3.A simple average processing can be used to build a
standard brain template.

4.Next, scalp-skull stripping is applied to a test brain
using the Canny-edge level-set algorithm which can
get the test inside part of the test brain. The standard
brain template is reconstructed by uniting of all voxels
with nonzero probability of being scalp-skull as a
target brain. All voxels that are inside the scalp-skull
mask and have a non-zero probability of being
scalp-skull are set to 0.

5.By comparing the size of the inside scalp-skull part of
the standard brain with the test brain, if this standard
size is bigger than the test brain size, combine the test
brain inside skull with this template to build the
anonymous face model; if not, the anonymous face
model cannot be built. In this paper, we assume this
template has a brain volume, which is large enough to
contain a test brain. So, the size calculation is skipped
in the subsequent experiment.

When the test brain can be combined with the
standard brain template, the anonymous face model
should be completed.

In theory, a big enough brain image is selected as a
target image. Then other brain images are adapted to
realize registration and normalization based on the target
brain image. Finally, these brains including the target
brain are averaged to build the standard brain template.

c© 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.7, No. 4, 1511-1517 (2013) /www.naturalspublishing.com/Journals.asp 1513

Fig. 2: 3D models: the first three rows contain the component
medical brain images of standard brain template and the fourth
row shows 3D standard brain template with a 2D image of 70th

slice.

Here, we choose fifteen different brain images to build a
standard brain, which is shown in Figure2. One brain
marked with a red box is the target brain in this case. In
Figure 2, this 3D standard brain template has a similar
face to the target brain. The reason is largely due to the
number of less recognized brains making an average
template. If there are enough brains to make an average
process, the result will be a completely non-recognizable
face.

B-spline based Deformable Image Registration. This
registration method is implemented based on methods
described in Rueckert et al [14]. In this particular
application we used Normalized Mutual Information
(NMI) as a similarity measure. A transformation model is
a free-form deformation that is described by a cubic
B-Spline defined on a uniformly spaced control point grid
(independent of the image data) that covers the moving
image. For any pointx,y,z part of the moving image the
B-Spline transformation is computed from the positions
of the surrounding 4x4x4 control points as shown in (1).

T (x,y,z) =
3

∑
i=0

3

∑
m=0

3

∑
n=0

Bi(u)Bm(v)Bn(w)CPi+ j, j+m,k+n

(1)
wherei, j,k represents the index of the control point

cell containing the point(x,y,z) andu,v,w are the relative

Fig. 3: Pretreatment processes about registration and
normalization of component brains in different situations
with 2D image of 70th slice.

positions of point(x,y,z) inside that cell in the 3D space.
The control point at a specific location is represented by

CPi+ j, j+m,k+n (2)

and the functionsB0,B1,B2 andB3 are the approximations
of the third-order polynomials, such as:

B0(t) =
(−t3+3t2−3t +1)

6
(3)

B1(t) =
(3t3−6t2+4)

6
(4)

B2(t) =
(−3t3+3t2+3t +1)

6
(5)

B3(t) =
t3

6
(6)

The B-Spline transformationT parameters are
optimized using a conjugate gradient descent algorithm.
The cost function to be optimized is the NMI similarity of
the fixed and the moving images. For this
implementation, we used a multi-resolution deformation
strategy based on multilevel pyramid B-Splines. At each
step of the pyramid, the spacing between the control
points is increased by a factor of 2 before going to the
next step of the registration. Figure3 illustrates the
pretreatment process about registration and normalization
of component brains in different situations. This step is
used for rotation direction and resizes the 3D brain image.

Level-set Algorithm. Segmentation is typically
performed using a mix of automated techniques and
semi-automated techniques. With MRI data, segmentation
of some structures can be performed just using intensity
thresholding. In general, however, segmentation is
challenging and requires more sophisticated algorithms
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and significant human input. Boundary finding
segmentation methods, such as Snakes [15], are generally
local algorithms that require some feature to be present
along the boundary of the object, and gravitate toward
that feature. These methods may be sensitive to the
starting position and may “leak” through the boundary of
the object if the edge feature is not salient enough in a
certain region in the image.

Level-set segmentation involves solving the
energy-based active contours minimization problem by
the computation of geodesics or minimal distance curves
[16,17,18]. In this approach, a curve is embedded as a
zero level set of a higher dimensional surface [19,20].
The entire surface is evolved to minimize a metric defined
by the curvature and image gradient.

In the level-set formulation [19], the propagating front
is embedded as the zero level of a time-varying higher
dimensional functionΨ(X , t). The level-set function is
then evolved under the control of a differential equation.
At any time, the evolving contour can be obtained by
extracting the zero level-setΓ ((X), t) = {Ψ(X , t) = 0}
from the output. The main advantages of using level sets
is that arbitrarily complex shapes can be modeled and
topological changes such as merging and splitting are
handled implicitly.

Level sets can be used for image segmentation by
using image-based features such as mean intensity,
gradient and edges in the governing differential equation.
In a typical approach, a contour is initialized by a user
and is then evolved until it fits the form of an anatomical
structure in the image. Many different implementations
and variants of this basic concept have been published.
An overview of the field has been made by Sethian [21].

A generic level-set equation, the (7), was used to
update contour lines to the solutionΨ of the partial
differential equation [22].

d
dt

Ψ =−αA(x) ·∇Ψ −βP(x) |∇Ψ |+γZ(x)κ |∇Ψ | (7)

where A is an advection term,P is a propagation
(expansion) term, andZ is a spatial modifier term for the
mean curvatureκ . The scalar constants (α,β and γ)
weight the relative influence of each of the terms on the
movement of the interface.

Canny-edge Level-set Segmentation. The Canny-edge
detection method looks for the edges of objects, and can
be very useful for images with solid regions, where you
only want to vectorise the outlines. The Canny method
employs more mathematics than the simple edge
detection method, and modifying the settings can improve
the results. This method will attempt to find boundaries
between poorly defined objects as well as hard edges.
Canny has found that the optimal smoothing function for
finding edges of a noisy step edge is approximately a
Gaussian. Canny defined optimality by defining some
reasonable criteria, such as accurate localization and lack

of false positives. Hence it is particularly important to
reduce the effects of noise before taking a derivative.

The algorithm runs in 5 separate steps:

1.Smoothing: Blurring of the image to remove noise.
2.Finding gradients: The edges should be marked where

the gradients of the image has large magnitudes.
3.Non-maximum suppression: Only local maxima

should be marked as edges.
4.Double thresholding: Potential edges are determined

by thresholding.
5.Edge tracking by hysteresis: Final edges are

determined by suppressing all edges that are not
connected to a very strong edge.

Skull parts in MR images have a wide intensity
variation. In this situation, the skull can not only be seen
as a dark strip around the brain, especially in the lower
part of the brain where it appears brighter. Hence, the
level-set approaches are not effective for extracting skull
from its neighboring tissues. For this reason, using canny
edge detection in the form of the constructed the skull and
applying anatomical constraints seem to be indispensable.

The Canny operation is mainly applied in
one-dimensional edge detection. As for the step edges,
the shape of optimized edge detection template deduced
by Canny is similar to Gaussian function’s first order
derivative. Utilizing the symmetry and decomposable
property of two-dimension Gaussian function, we can
easily compute the derivatives on any orientation and
convolution of images. Thus, in practical applications we
can use Gaussian function’s first order differentials as the
near-optimized detection operator for step edges. The
equation is as follow:

G(x,y,σ) =
1

2πσ2 = exp

(

−
1

2σ2(x2+ y2)

)

(8)

f (x,y)denote the image function. The image is smoothed
as:

g(x,y) = f (x,y)×G(x,y,σ) (9)

With the first order differential coefficients of the
smoothed image, we obtain the gradient vector form as
follows:

[

gx(x,y)
gy(x,y)

]

= f (x,y)×

[

Gx(x,y,σ)
Gy(x,y,σ)

]

(10)

The model value of gradient is
√

g2
x(x,y)+g2

y(x,y),

and the orientation angle is arctangent(gy/gx) . We will
find the maximum along the direction of gradient angle,
which are the edge points. If we alter the Gaussian
function’sσ , we change the size of the Gaussian window.

T (x,y,z) =
3

∑
i=0

3

∑
m=0

3

∑
n=0

Bi(u)Bm(v)Bn(w)CPi+ j, j+m,k+n

(11)
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Fig. 4: A sample of Canny-edge Level Set Method: The first row
contains the 78th slice of original brain image and the second row
contains the same slice of scalp-skull part after applying Canny-
edge Level set method.

The curve plane ofΨ(X , t) can be replaced bygxy(x,y)
which is the result of canny processing. The curve plane
changes intoΨ(gxy(x,y), t). It is then put into the Level
Set formula to get the result of a curve evolving with time
as follows:

d
dt

Ψ(gxy(x,y), t) =−αA(x) ·∇Ψ(gxy(x,y), t)

−βP(x) | ∇Ψ(gxy(x,y), t) |

+γZ(x)κ | ∇Ψ(gxy(x,y), t) | (12)

For scalp-skull stripping, Canny-edge level-set
algorithm is applied to the test brain images. Figure4
illustrated an example of the scalp-skull stripping from an
original test brain image by using the proposed method.

3 Experiment

Data Acquisition. In order to prove that this anonymous
face model cannot change useful original brain
information, we make a brain extraction experiment to
compare the brain in the original MR image with the
brain of the anonymous face model.

In our research, sixteen different medical brain image
datasets are prepared. Fifteen medical brain images are
used in building the standard brain template as the
component medical brain images. Three of these
component medical brain images and a new medical brain
image are applied as the test brain in the anonymous face
model. The experimental procedures can generally be
divided into four steps. First, there is a scalp-skull
extraction process to get a scalp-skull mask on the 3D
standard brain template by using Canny-edge Level set
method. Based on standard scalp-skull mask, all voxels
that are inside the standard scalp-skull mask are set to 0.
Second, segmentation method is applied in the 3D test

Fig. 5: A Sample of Anonymous Face Model: (a) The first row
contains the 70th slice of standard brain template by extracting
the scalp-skull part. The second row contains the corresponding
slice of a subject inside scalp-skull brain image after stripping the
scalp-skull part of the test brain image. (b) The changing process
from a recognized brain to a non-recognizable brain.

brain image inside scalp-skull. The scalp-skull part of the
test brain is taken off and we can get a non-recognized
inside scalp-skull 3D image. The 70th slice of standard
brain template on the example is shown in the first row of
Figure5(a). The second row in Figure5(a) illustrate the
brain inside scalp-skull image of a sample brain image
after taking off the scalp-skull part with the template in
the same slice. The biggest image in Figure5(a) is the
resulting images by combining the test brain with
standard brain. Third, by programming, we can combine a
series of 2D inside scalp-skull test images with the
template one by one. And finally, the anonymous face
model is built in 2D combined images. It was necessary
to state that the mask calculation is ignored because of the
template is assumed to have a big enough brain region.
Figure 5(b) show the simple 3D change process from
recognized brain to non- recognized brain.

Results and Validation. After obtaining four anonymous
face models, we apply the level set segmentation
algorithm to extract the brain image only. Then, we apply
the same way to these original brain images in order to
validate the conclusion. By obtaining the brain extraction
from the original test brain and anonymous face model,
we get the number of different pixels that show different
intensity value in the corresponding location. According
to the number of different pixels, error measurement is
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the ratio of the different pixel number to the total pixel
number in the (13):

Error measurement =
A
B
×100% (13)

whereA is the number of missed brain voxel and B is
the total number of brain voxel. Table1 shows the results
of the brain extraction between the original brain image
and their anonymous face models by using the automatic
proposed method obtained according to the error
measurement. It is clearly observed that error
measurement is very small.

Table 1: Error measurement in the brain extraction of the original
test brain and anonymous face model.

Different test
brain & their
anonymous
face model Test brain 1 Test brain 2 Test brain 3 New brain

The total number
of missed

brain voxel 10310 11654 9855 12436

The total number
of

brain voxel 1843860 2355373 1533293 1468753

RMS Error
measurement

(%) 0.56 0.49 0.64 0.85

Here, the new brain image indicated that 0.85% of the
pixels difference retained by brain extraction, which is the
biggest error measurement in the test cases. Since other
test images are the component image of standard brain
template, they are easier to match than the new test brain.
But these error measurements are still less than 1%. That
may imply these error measurement indicate there are
differences in the non-brain part, while the real brain
information is intact. Because this anonymous face model
just replaces the scalp-skull part by using the standard
brain template, it does not change the original brain
image data.

Overall, we determined that this anonymous face
model does an effective job of removing facial features
without sacrificing brain tissue. The results of anonymous
face model do not interfere with subsequent data
processing, and in fact in some cases appears to make
subsequent scalp-skull stripping more robust. The method
is fully automated and can be scripted to process large
quantities of data, making it easy for non-identifiable data
to be shared in many medical images processing.

4 Conclusion

Medical image data is highly personal and has a level of
individual sensitivity. Increasing access to this data

greatly increases privacy risks. Some non-treatment uses
of medical data - including quality, research and public
health - can be done with data where sufficient patient
identifiers have been removed to make it anonymous to
the patient. The main concepts of the proposed idea is to
construct an anonymous face model to protect the
patient’s privacy first, and then to make a medical image
processing to testify the accuracy by extracting the brain
image from the original test brains and their anonymous
face models. In anonymous face modeling, there are two
important steps for 3D standard brain template building.
The first step is to ensure a consistent direction for
making the standard brain template. The other step is to
match each component brain with the standard brain
template, that’s because the component brains have
different sizes. In brain extraction, the first step is to geta
mask result by using Canny-edge level-set algorithm, and
then by referring to the mask result, the real brain image
data will be extracted.

After applying the anonymous face method to the
T1-weighted MR images, to assess the performance of
our algorithm, we computed the error measurement,
which gives a measure of the difference of the brain
extraction results with those obtained from original brain
images and their anonymous face model. Our results
demonstrated that this method successfully segmented
brain images in the anonymous face model with
acceptable accuracy for brain segmentation research. In
other words, anonymous face model did not appreciably
influence the outcome of scalp-skull stripping. Results
represented that the automatic method is efficiently
robust, to make all the inside scalp-skull tissue changed
into a standard template, and does not unduly influence
the outcome of the processing methods utilized. Analyses
support this method as a viable method to allow data
sharing with minimal data alteration within large-scale
projects. In the standard brain template building, the
similar information can be found in the standard brain
template’s face. Our future work will focus on improving
the standard brain template.
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