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Abstract: This study points out some mistakes in "Dichotomous Randomised Response Techniques”, introduced by Hussain and
Shabbir to estimate proportion of people with a sensitive trait. The same study was reparameterized, re-estimated, extended and cited by
various researchers, though in literature no one has pointed out the mistakes. The study adopted same Binomial distribution as sampling
model, Maximum Likelihood as estimation procedure, and Percentage Relative Efficiency (PRE) evaluated at varying values of design
parameters as model evaluation criterion. In most cases, the PRE of the corrected-dichotomous Randomised Response Distributions
(RRD) over the orthodox models are greater than 100, indicating its efficiency.
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1 Introduction

Obtaining truthful responses is challenging in all types of surveys, particularly, when sensitive subject matters are being
investigated. The Randomised Response Technique (RRT) also known as Randomised Response Model (RRM) launched
by [1] is a survey method specifically developed to enhance precision of answers to sensitive questions (induced-abortion,
masturbation, rituals killing, occult-affiliation, kidnapping, banditry, cyber crime, raping, sexual assault etc) with the focus
of deducing the proportion of subjects carrying the sensitive trait(s).

Warner technique require respondent to select (on random basis) and answer a sensitive question with probability
p and its negation with probability (1 — p). Using the classical estimation procedure, Warner estimate of proportion of
subject characterising the sensitive attribute is

. T-(1-p) _$-(1-p)

- = o f 1 1
Ty 2p—1 2p—1 5 Orp?éz (H

o= ”7/ with variance as
n(l—-n) p(l-p)
n n(2p—1)%

Var(fiy) = 2
where,

n = number of observed respondents (sample size),

n' = observed number of yes-answers,

p = probability of selecting (and answering) sensitive question, and

7 = proportion of yes answers to the sensitive question.

[2] postulated an alternative RRM that requires respondent to answer, on the first stage, the sensitive question without
randomiser. All respondents with no response then use probability device on the second stage with Warner statements.
The Mangat estimate of proportion of people in stigmatizing class is

n/ A
oy =L 1—|—p:9 1er; Whereé:%/ 3)
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with sample variance
. r(l-nx 1-p)(1—m
n np

7 and n maintain their usual meaning. Mangat RRT is very efficient but less valid because of contamination of yes-answer
[3].

[4] convoluted-Warner RRMs consists of random use of either of the two randomization devices R; and R, with
probabilities g = a;:iﬁ and 1 —g= aLiﬁ, respectively, where o, B € Z*. The randomisation devices R; and R; are same
to the Warner’s device but with different probability (p;, i = 1,2) of selecting the sensitive question. Then for the ith
respondent among n simple random sample selected with replacement, the probability of a yes response is given by

¢=%[pmr(l—pl)(l—ﬂ)]+aﬁTB[pzﬂ+(1—Pz)(1—”)] )

and the probability of no response as

- p1<1n>+iﬁpz<1n> ©)

a
o+p o+
[4] later set p; = 1 — py in (5) to have

0= [(2p1 — 1)(06a—f[)3] +p1B+ o e

which consequently leads to dichotomous-Warner estimator of 7 as

d(a+B)—piB— p2a

R = ’
A 2p1—1)(a—p) v
with variance (1-7) ( B))( B)
. _n(l-m P20+ Py P10+ po
Var(figy) = " n(2p;—1)*(a—B)2(a+B) ®
[5] and [6] noticed an error in (9), re-estimated it to be
Var(rug) = FU=7) | (20 piB)(prat pap) (10)

n n(2p1 —1)*(a—B)*

and extended Hussain and Shabbir work to Mangat RRM with probability of yes and no-answer’s as given in (11) and
(12) below:

97r+a+ﬁ(1pl)(17r)+aBTﬁ(1p2)(17r) (11)
and
1—9=a;iﬁpl(1—”)+ai+ﬁpz(1—ﬂ)- (12)

Also, in a similar manner, they obtained
0(a+B)—prox—pif

Tgm = 13
am P10+ p2f (13

and
n(l-=)  (1-m)(p2o+piB)

n n(pra+p2p)?

Var(7tg,) = (14)

by setting p; =1 — pyin (11).

The following errors were identified in [4] and [6] dichotomous RRMs.

(a)p denotes probability of selecting and answering sensitive question, it is a pre-determined, pre-assigned or preset
value, set by the researcher before field work commenced. Therefore, altering p by setting p; = 1 — p, after data
collection or during estimation procedure is not a good practice.
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(b)[4] set p1 = 1 — po in (5) to have (7). Without much mathematics, this result is wrong. The answer should be in terms
of p, alone.

(c)In addition, the two RR designs ([4], [6]) are convolution of two Warner and two Mangat RRMs, respectively, such
that whenever p; = p» = p, expected result should be conventional-Warner and Mangat, respectively. Evidence from
(15-18), putting p; = p» = p in (8-10, 13-14) doesn’t produce conventional estimators as

$(a+B)—pB—por _ §(a+p)—p(a+p)  (o+B)(d—p)

= a—B) ~ @r-D@-B) @p-D@—p 7™ (4>

Vartiu) = g = n<zpp2(1o>62?f L Varth), 9
- 9(06+pﬁa);5§6—pﬁ _ 9(a+plz()x—+pﬁ(;x+ﬁ) _ 9;1) L a7

" Var(fium) = ”(1;7” + uﬂg};i O;;)’;B ) _ ”(1; i nlgzafg) £ Var(fty). (18)

(d)Mathematically, putting p; = 1 — p; in (5), the reduced-equation should correctly be of the form

~w2p2—1)(B—0a)+pro+(1—p2)B
B o+

(0 (19)

with corresponding estimator as
. 9(@+B)—pra—(1—p)B
2pa—1)(B-a) ’
which also in turn doesn’t produce (1) on setting p; = p» = p. Either (8), (13) or (20) cannot be established for
unbiasedness, yet, [4], [6] concluded without proof that their respective estimator is unbiased.
(e)The authors asserted that the reason for altering randomization parameter is to make their proposed estimator
unbiased. Despite, the objective wasn’t achieved. In fact, it is essential to understand that an estimator is biased does

(20)

n 2
not depreciate it. Note that sample variance, s*> = = | Z,xl? — % , is unbiased and the population variance,
i=1
n 2
1| & (-Z xi)
o’ = o ):xiz — % , is biased. Still, Var(c?) < Var(s*), meaning that a biased estimator can produce smaller
i=1

deviation than an unbiased estimator. Though, one that is unbiased and has the smallest variance is the best.

The dichotomous RRM innovated by [4] is a powerful effective design that has been modified, extended and cited by
various researchers. Unfortunately, their estimators and accompany properties (unbiasedness and variances) were wrongly
derived. Thus, the purpose of this study is to obtain the correct estimators of dichotomous Warner and Mangat RRTs
developed by [4] and [6], respectively.

2 Theoretical Justification

2.1 Correction of Hussain and Shabbir Dichotomous Warner RRM

Equations (5) and (6) can be equivalently presented as

_[api—1)+B2p2—1) o(l—p))+B(1—p)
0= ot p }”{ ot p ] ey
and
_api+Bpr [api—1)+B(2p2—1)
I=9= o+ { o+ ]n @2)
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That is,

Y 1; if " say yes with probability {a(zplflozig@pr])} T+ {a(lfpgig“fpzq
;=

0; if i"* respondent say no with probability a”oﬁg P [a(zplfgigapr])} T

Expression for the expectation of X is

X) = Y X;P(X;) = [a(zpl_l)%(zprl)} x+ [a(l —p) A0 _pZ)].

a+p o+
Also,
Elﬁpad[a@plBig@mlqn+[aﬂpgigﬂpﬂ}
Hence,
w”a):{{aﬁpr—gigszJ }n+{a1—p;1gl—pz}]
_[{a@Pr4 +g2nr4 }n+{a1—1n-+gl—pz}r
o+ o+

(o) (g,

e ey S )
which finally produce

Var(X) =

[@(2p1 = 1)+ B(2ps— DPE( = 1) + (pr1ot+ poB)[(@+ B — prot— paB)]

(a+p)?

(23)

(24)

(25)

(26)

In the design, outcome of one respondent has no influence on the other, only two possible response; ’yes” or "no” with
constant probability of each as presented in (21) and (22), respectively. It is an immediate consequence of the above

n
conditions that the likelihood function [] f(y; ) be defined as:
i=1

e f e g

B {al’olcigﬁz - {a(Qplfgig(zprl)}ﬂ}ninl

Setting derivative of the natural logarithm of (27) to zero gives

(2p1=D)+B(2py—1) (2p1=D+B(2py—1)
I’l/ { a(Zpy atp P2 } _ (n _ I’l/) { a(Zpy o p P2 }
{ a(zplflo)cirg@m*‘) } T+ { a(lfplo)ti/g(lfpz) } apolcigm _ { a(zplflo)cig(zprl) } T

Succinctly, (28) can be presented as
nA  (n—n)A
An+B  C—Am

where, A = 22n1=U+BCp-1) g a(lf”‘Hg(l*’”) and C = 70”2‘;@1’2. From (29),

o+ o+

_ n'AC—(n—n")AB wAC — (17_)‘43

nA2 A2

27)

(28)

(29)

(30)
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Explicitly,

=

7’ H 06(2171*10);[;(2172*1) }{an&ignz H _ (1 _ %’) {a(melO)Jg(anfl)} [a(lfmo)‘ig(lfnz)}

{0(2P1*1)+[3(2P2*1)} 2
a+fB

] (-9
a(2p=1)+B(2p—1)
o+p

Llapi+ B pa] +2a(l—p1)+B(1— p2)] = [a(1 = p1) + B(1 - pa)]
a2pi—1)+B2py—1)
"ﬁl[apl+ﬁpz+a—ap1+ﬁ—ﬁpz]—a—ﬁ+al’1+ﬁpz
a(2pr—1)+B(2p2—1)

EIES

which finally gives the corrected-dichotomous Warner of [4] as

. (a+B)—[(a+B)— (api+Bp2)]

T = G 1+ B ) ey
The estimator in (31) is unbiased since
ElRen) = 5o 5T | R~ @t )~ @+ )]
B 1 n(a+B) 4
ap D+ B2pa—1) p (Z ) [(a+B)—(ap: Jrﬁpz)]]
(a+ ) ({2t f o { St ) — (0 +) — (api + B o)
- a2pi— 1) +B2p2—1)
_[a@p =)+ B@2pr—V]rta—api+B—Bpr—a—B+api+Bp
o(2p1 —1)+B(2p2—1)
=n
with variance as
N (a+pB)? n(a+B)?
Var(ﬂcdw)* [ (2p1—1)+ﬁ(2p2—1 thl" <ZX> (2p1—1)—|—ﬁ(2p2—])] Var(X) (32)
Substituting (26) in (32) and simplify to have the following results
S n(a+B)?
VartRean) = et 1)+ BEm - P
[a(2p1 — 1) +B2p2— VPP (1 — 1) + (pra+ paP)[(2+ B — pro— paP)]
(ax+p)?
_ [@pi—Na+2pr— D)BPa(l—7) + (pra+ paP)[(d+ B — pro— pap)]
nla(2pr—1)+B2p2— 1))
which finally simplified to
Var(fun) = n(1—m)  (pat+pp)(a+p)—(pio+pB)] (33)

n nla(2pr=1)+B(2p2— DI
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Putting p; = p» = p in (31) and (33) one may check whether the results are original Warner estimator in (1) and (2),
respectively as follows:

“(a+B)—[(a+B)—(ap+Bp)

Rt = G- 1)1 B~ 1)
_ L(a+B) = [(a+B) = pla+p)]
2p—1)(a+p)
B ";/*(1*17)
(2p—1)
and
Var(ip) = T2 | (patpB)l(a+B) — (pat pp)]
T nla2p—1)+B(2p—1)P
_ -1 platp)(atp)—patp)
n n[(2p—1)(a+ B)P
_nll-m)  (a+pPp(1-p)
n n2p—1)Xa+p)?
_w(l-=m)  p(l-p)
oo Jrn(2p 1)2
= Var(#,)

2.2 Correction of Ewemooje et al. (2018) Dichotomous Mangat RRM

Without loss of generality, from (11),

g_np20=—p) arn(l—p) P-p) Ppr(l-po)

a+ B a+p oiP b1

A g
(gt

which finally gives o [ %ﬁpz ] T+ [1 - {%ﬁpz}] -

Similarly, probability of no-answer in (12) can be rewritten as

_apr aznpy  Bpx Prpr  api+Bpr [api+Bp
1-6= - - - - (35)
a+Bf a+pf o+B a+p o+p o+p
so that the dichotomous random variable
. oips . 1 api+Bp api+Bp
v _ 1; if ith respondent say yes with probability [W} T+ [1 - {W H 36)
0; if ith respondent say no with probability “péigpz — {“”;Igm} .
which consequently defined
o o
ZYP pitBp il pitBp 7 37)
a+p o+p
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and
R o (= o e e e ]

[ e o e e -]

After little Algebra, this gives

Var(Y) = (ap1+ P p2)*m(1 —m)+ [(a+B)(api + B p2) — (o pi + B p2)?](1 —n). (39)

(a+p)?

Throughout the survey-experiment, only two possible outcomes “’yes” and “’no”; trials are independent; and prob of yes
as given in (34) is constant from trial to trial. Therefore, probability of obtaining n’-yes out of n-subject follows binomial
distribution with likelihood function

O e e e N o R = o M

Setting dd—n InL = 0, where In is a natural logarithm function, we have

n/[apéigpz} {ap&igpz} (n—n')
] e T

Make 7 subject of the formula gives

= o (42)

where A = %ﬁm andB=1— %ﬁ"z Explicitly,

[ege] o [ [ {=pe )]

[apﬁﬁpz} 2
o+B

Tedm =

o [eopbe] (g [etboanbn]

api+Bpr
a+p

Llapi+Bpa)—(1-5)a+B—ap —Bp)
api+Bp
[ p +I3P2]+"7/[0‘+3*05Pl —Bp2]—[a+B—api—Bp]
api+Bp2
"lopi+Bpr+atPB—api—PBpl—[a+B—ap —PBp
api+Bpa

/

3 |=

which finally gives
2(a+B)—(a+p)+api+pp
api+Bp2 '

ﬁcdm = (43)
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The corrected estimator is unbiased as

/

Blhun) = g (@ + BIE (%) ~ (@t B) + api-+ B
T | LR (k) api By
i=1
{(‘XWLB { {anwﬁﬁz} a+p— Otm ﬁm}*(OCJrﬁ)ﬁLOClerﬁpz}
- ap1+ﬁpz
_[m(apr+Bp)tatB—oap —Bpr—o—p+api+Bp)]
api+Bp:
_ [m(@pi+Bpa)
api+Bp2

=T.

with variance as
(0t+[3
p ): Var(Y)

Var ﬁc m) = T @12 44
(Redn) [OCPMLﬁpz] @
Putting (39) in (44) we have the following
n(a+B)? (apl+ﬁpz)2ﬂ(‘*”)H(Wrﬁ)(am+ﬁP2)*(0‘P1+ﬁP2)2]('*”)}
Var(feam) = " (arp)
“ [ p1+ B pal?
_ (api+Bp)’a(l —m) +[(a+ B)(api +Bp2) — (ap1+Bp2)*|(1—7)
nlapi+ B pa)?
_(api+Bp)a(i—m)  [(a+B)(opi+Bpr)—(api+Bp)’|(1— )
nla py + B p2)? nla py + B pa)?
which after simplification yields
1— — 1—

n n(api+pp2)

Then, setting p; = p» = p in (43) and (45) return conventional Mangat estimators as

. _ma+B)—(a+p)+pla+h) H-l+p_
o pla+p) p "

and

a(l—n)  [(a+p)—(ap+Bp)(l-m)
n n(ap+pBp)
n(1—n)  [(a+p)—platB)i(-m)
p wp(a+ B)
w(-7)  (1-p)(1-7)
n np
= Var(#y,).

Var(feam) =

2.3 Relative Efficiency

Suppose #; and 7, are two unbiased estimators of population parameter T with Var(#;) < Var(#,) or Relative Efficiency
(RE) defined as V“rgﬂzg > 1, then we say @; is more efficient than 7,. To facilitate interpretation, relative efficiency can
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be multiplied by 100 to obtain Percent Relative Efficiency (PRE). Using (2) and (33), corrected-dichotomous-Warner
estimator is more efficient than earliest Warner’s model if

r(l—m)  p=p) [#(=m) (pia+pp)i@+p)— (p106+pzﬁ)]} >0
n @p—1)pn n nla2pi— 1)+ B2ps— 1))
which when simplified, it establish the condition for efficiency as

p(1—-p) - (pra+paB)(o+ B —pro—paf)
(2p—1)? [a(2p1 —1)+B(2p2—1)]?

(46)

Furthermore, using (4) and (45), the corrected-convoluted-Mangat performs better than conventional Mangat-improved-
two-step RRM if Var(#,) > Var(f.4,). That is, if

a(l-mn) (-p)(-m [z(=m) [a+th)—(ap+Bp)I0-m)]_,
n np n n(api+Bp2) '

This is equivalent to
(1-p)(api+Bp2)—pla+B—api—PBp2)>0.
Expand and collect like terms,

pro+paf

@t B) 47)

(@a+B)p<pia+pf or p<

The inequality in (47) holds V @, 3 € Z" and p, p1,p> € (0,1).

3 Results and Discussion

This section gives a comprehensive results of all the competing models. The performance of the model were compared

with one another using Percentage Relative Efficiency criterion, PRE = conventional model x 100%. PRE >
corrected-dichotomous model

100 indicating the efficiency of corrected-dichotomous over the orthodox RRT. The numerical computation was carried
out for values of # = {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9} and p = py, p» C (0,1). The results are numerically tabulated
and visually presented as follow.

Table 1: PRE of corrected-dichotomous-Warner over Warner conventional RRM for o < (o = 2.00, 8 = 90.00)

V3

pr p=p |01 0.2 03 0.4 05 0.6 0.7 03 0.9
030 030 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 _ 100.00
0.40 2406 2497 2560 2597 2609 2597 2560 2497  24.06
0.60 2005 20.84 2140 2173  21.84 2173 2140 2084  20.05
0.70 90.61  91.02 9128 9144 9149 9144 9128  91.02  90.61
030 040 | 42379 40875 398.83 393.18 39135 393.18 398.83 408.75 423.79
0.40 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.60 9128 9137 9144 9148 9149 9148 9144 9137  91.28
0.70 40341 38996 381.07 37599 37433 37599 381.07 389.96 403.41
030 060 | 40341 38006 381.07 37599 37433 37599 381.07 389.96 40341
0.40 9128 9137 9144 9148 9149 9148 9144 9137  91.28
0.60 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.70 42379 40875 398.83 393.18 391.35 393.18 398.83 408.75 423.79
030 0.70 | 9061 91.02 9128 9144 9149 9144 9128 91.02  90.61
0.40 2005 20.84 2140 2173  21.84 2173 2140 2084  20.05
0.60 2406 2497 2560 2597 2609 2597 2560 2497  24.06
0.70 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
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Table 2: PRE of corrected-dichotomous-Warner over original Warner RRM for o > (o = 90.00, f = 2.00)

V3

pr pi=p |01 0.2 03 0.4 05 0.6 0.7 038 0.9
030 0.30 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 _ 100.00
0.40 9759 9770  97.78 9782 97.83 97.82 9778 9770  97.59
0.60 9290 9321 9342 9354 9358 9354 9342 9321  92.90
0.70 90.61  91.02 9128 9144 9149 9144 9128  91.02  90.61
030 040 10451 10446 10442 10440 10439 10440 10442 10446 10451
0.40 100.00  100.00 100.00 100.00 100.00 100.00 100.00  100.00  100.00
0.60 9128 9137 9144 9148 9149 9148 9144 9137  91.28
0.70 8709 8722 8731 8736 8738 8736 8731 8722  87.09
030 060 | 87.09 8722 8731 8736 8738 8736 8731 8722  87.09
0.40 9128 9137 9144 9148 9149 9148 9144 9137  91.28
0.60 100.00  100.00  100.00 100.00 100.00 100.00 100.00  100.00  100.00
0.70 10451 10446 10442 10440 10439 10440 10442 10446 104.51
030 070 | 9061 91.02 9128 9144 9149 9144 9128 91.02  90.61
0.40 9290 9321 9342 9354 9358 9354 9342 9321  92.90
0.60 9759 9770  97.78 9782 9783 9782 97.78 9770  97.59
0.70 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00

Table 3: PRE of corrected-convoluted-Mangat over existing Mangat RRM for @ = 2.00 and 8 = 90.00

/4

pr pr=p |01 0.2 03 04 05 0.6 0.7 038 0.9
030 0.30 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.40 150.79 147.83 145.19 142.83 14071 13878 137.03 13543 133.96
0.50 217.74 208.07 199.87 192.82 18671 181.34 176.61 17239 168.62
0.60 300.89  286.26 267.35 25192 239.10 22828 219.01 211.00 203.10
0.70 44522 391.83 35274 322.88 29934 280.29 264.56 25136  240.12
030 040 | 6641 6775 6898 70.13  71.19  72.18  73.11  73.97  74.78
0.40 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.50 14431 14064 137.54 13487 13256 130.54 12875 127.16 125.74
0.60 20544 19344 183.89 176.12 169.66 16421 159.56 15553  152.01
0.70 29520 26479 24259 225.65 21231 20153 192.64 185.18 178.84
030 050 | 4611 4828 5028 52.13 5385 5545 5694 5833  50.64
0.40 69.34 7115 7277 7421 7551 7668 7775 71872  79.61
0.50 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.60 14235 137.50 133.64 13051 127.91 12571 12384 12222 12081
0.70 204.65 18824 17627 167.16 160.00 15422 14945 14545 142.06
030 060 | 3245 3520 3772 4006 4223 4425 46.13 4789 4954
0.40 4874  51.80 5452 5695  59.13 6110  62.89 6452  66.02
0.50 7025 7275 7486 7666 7823  79.60  80.80  81.88  82.83
0.60 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
0.70 14383 13691 131.87 128.05 12504 12262 12062 11895 117.53
030 0.0 | 2259 25.77 28.69 3139 3390 3622 3839 4042 4232
0.40 33.89  37.87 4140 4455 4738 4993 5225 5436 56.30
0.50 48.82 5314 5680 59.92  62.62 6499  67.07 6891  70.57
0.60 69.49  73.03  75.84  78.12 80.00 81.59 8294  84.11  85.13
0.70 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00
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Fig. 1: Efficiency comparison of all the competing models for n =100, p = p; =0.4,p =0.7and ¢ =2 <  =90.
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Fig. 2: Efficiency comparison of all the competing models for n = 100,p = p; =0.6,p =0.7and x =2 < § =90
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Fig. 3: Efficiency comparison of all the competing models for n = 100,p = p; =0.6,p =0.7and x =90 > f =2
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Fig. 4: Efficiency comparison of all the competing models for n = 100,p = p; =0.3,p =0.7and 6« =2 < f =90
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Fig. 5: Efficiency comparison of all the competing models for n = 100,p = p; =0.7,pp =03 and ¢ =2 < § =90

Empirical results from Table 1 when o < 3 revealed that Warner dichotomous conditionally performs better than
the original Warner at p = p, = (0.4,0.6) for pp = (0.3,0.7), respectively. Similar inferences were drawn from Table
2 for o > PB. Evidence from (47) and Table 3, the corrected-convoluted-Mangat is more efficient than the orthodox
[2] RRM Vo, > 0 and V p, py,p2 such that p; = p < p,. If py = p, = p, there is parallel efficiency, i.e., relative
efficiency = 1 or PRE = 100% for the two pairs; corrected-dichotomous-Warner versus conventional Warner model and
corrected-dichotomous-Mangat against orthodox Mangat model. The study deduced that corrected-dichotomous Mangat
has least variance among the four competing models regardless of whether o > or <  in as much as p = p; < ps.
This condition is in agreement with (47). Figure 1-5 graphically illustrates the performance of all the four competing
models for varying values of 7 (prevalence of sensitive attribute under study), p (randomization parameters), and real-
value constants @ and 3. Evidence from Figure 5, reverse is the inference when p = p; > p,. Observation also depicts
that as 7 (prevalence-rate of the sensitive variable) decreases, the efficiency of corrected-dichotomous-Mangat increases.
When o < 8 and p = p; < p,, corrected-dichotomous Warner performs better that the conventional Warner, similarly,
the corrected-dichotomous Mangat compare to the original Mangat.

The convoluted RRMs suggested by [4] and [6] are new RRMs that are more efficient and secure (keep privacy) than
the conventional [1] and [2] models. Unfortunately, mathematical derivation and accompany statistical properties of [4]
and [6] estimators are wrong. It is essential to note that their wrong estimation does not affect the validity of the designs
and motivation of their respective work.
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