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Abstract: Tracking object occluded partially is a difficult problem in video surveillance. Many previous tracking methods fail to track
occlusion objects robustly. In this paper, we propose an improved discriminative tracking algorithm based on bag of patches to cope
with the partial occlusion as well as drift. In the proposed method, the spatial information is introduced to build the object appearance
model and construct the confidence map from three different aspects, which directly determine the ultimate tracking effect. In addition,
the context information of the small image patches is also applied. In order to adapt to the variance of the environment, an online model
updating strategy is proposed. Contrasting experimental results on several real world scenarios show that our proposed approach can
handle partial occlusion and recover from drift. Comparing with four stat-of-the-art tracking methods, our proposed method has better
tracking performance.

Keywords: Bag of patches, discriminative tracking, appearance model, spatial information, model updating

1. Introduction

Visual tracking is a very important and hot issue. It has
been applied in various fields in computer vision, such as
security and surveillance, human-computer interaction and
so on. Although a great deal of researches have been con-
ducted and lots of tracking approaches have been devel-
oped for this topic in the past few decades, however, to
track object in the complex real world is still a challenging
task due to noise, occlusion, deformation, varying view-
points, background clutter, illumination change, and so on.

Reviewing all related work about visual tracking is be-
yond the scope of this paper. In this paper, we only pay
attention to two categories tracking methods which are dis-
tinguished according to modeling only the object or both
the object and the background. As for the former, kernel
based trackers [1–5] and particle filter based trackers [6–
8] are two of the most popular methods. In addition, the
covariance tracker [9] and incremental tracker [10] also
belong to the former. An obvious disadvantage for these
approaches is that they employ the information only from
the object and lose sight of the background information so
that these trackers cannot distinguish the object from the

background well. In order to make up this shortfall, an-
other type of tracking algorithms using both the object and
background information were proposed firstly by Collins
[11]. At the same time, Avidan [12] proposes the ensem-
ble tracker which regards the tracking as a binary classi-
fication problem where many weak classifiers are trained
online and then they are combined into a strong classifier
by Adaboost. In the training phase, the positive samples
are sampled near to the object and the negative ones are
sampled from the surrounding background region. Due to
good performance of this type of approaches, many learn-
ing based tracking algorithms [13–17] have been devel-
oped in the last several years. They try to improve the
tracking performance by introducing different learning tech-
nology into this framework such as semi-supervised learn-
ing [14, 15, 17] and multiple instances learning [16, 17].
However, these learning based trackers considerate the prob-
lem only from the classification point of view and the bios
will be introduced into the model inevitably so that the de-
scriptive ability of the model is inadequate [18, 19]. Dif-
ferent from the Collins’s method and learning based ap-
proaches, Wang [20] segments the object and background
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regions into supper pixels and utilizes dictionary learning
algorithm to construct object model. Then it will take too
much time to collect train frames and learning the dictio-
nary via segmentation and clustering. Tang [18, 19] mod-
els the object appearance by means of a bag of small image
patches with two different scales from object and back-
ground region. The purities of these image patches be-
longing to the object are estimated using K-NN classifier.
After that, these model image patches are utilized to cal-
culate the confidence map to locate the object position.
Representing the model using small image patches makes
the model more robust to occlusion. However, this model
built above is still inadequate in descriptive ability. The
tracking performance of this algorithm can be improved by
making full use of the spatial information between image
patches and their context when building appearance model
and constructing the confidence map, which is very im-
portant for improving the performance of the appearance
model.

In this paper, we propose an improved discriminative
tracking algorithm based on bag of patches. In our pro-
posed method, two main contributions have been made.
When building the discriminative appearance model, the
calculation of the image patch purities belonging to the
object take the spatial information between image patches
and context information (we will explain it in the following
section) into consideration. At the stage of constructing the
confidence map, certain an object image patch in the ap-
pearance model acts on all its K-NN test image patches
from candidate object region, but with different degrees.
Therefore, we treat these test image patches differently
via taking this diversity into consideration using spatial in-
formation weighting. Moreover, the context information is
also employed. In addition, in order to make our proposed
method more robust to occlusion and drift, an online model
updating strategy is proposed.

The rest of this paper is organized as follows. In section
2, we present our proposed discriminative tracking method
in details, which includes the tracking framework, build-
ing appearance model, locating object position and online
model updating. Section 3 presents the implementation de-
tails of our proposed method and performs experimental
comparison with the state-of-the-art. In section 4 we draw
the conclusions.

2. The proposed method

We present the details of the proposed object model and
tracking algorithm in this section.

2.1 The workflow of the tracking method

Our proposed algorithm includes three inter-related parts,
namely, building appearance model, constructing confidence
map to locate the position and online updating model. The
workflow of our proposed is illustrated in Figure 1.

At the first frame, we initialize the object status by box-
ing out the object to be tracked by hand with rectangu-

lar box. Then two bags of image patches are sampled re-
spectively from the object region and its surrounding back-
ground region. Finally, these two bags of patches are used
to calculate the purity of each patch from the bag of object
patches with K-NN classifier and build the object appear-
ance model so that we can construct the confidence map in
the next part.

When a new frame comes, a bag of candidate test im-
age patches are sampled in a search window around the
predicted position. Then employ the appearance model built
above to evaluate the confidence of each test image patch.
After that the confidence of each pixel in the search win-
dow is obtained. Final a mode seek algorithm is acted on
the confidence map to get the optimal position.

After obtaining the optimal status in current frame, the
appearance model is updated using the information from
current frame so that the tracking method can adapt to var-
ious variance caused by partial occlusion, noise, deforma-
tion, illumination change and so on.

The details of them will be described in the following
subsections respectively.

2.2 Building Appearance Model

We represent the object with a rectangular box xxxt . At
the first frame (t = 1). xxx1 is boxed out by hand or detected
by detector trained in advance. An appearance model ΩΩΩ t =

{(po
i ,αo

i )}
N1
i=1 is modeled by a bag of image patches sam-

pled inside xxx1 as well as the probabilities belong to the
object, which are denoted with PPPo = {po

i }
N1
i=1 and {αo

i }
N1
i=1

respectively. In order to determine the model, a key step
that we have to do is how to calculate the probability αo

i
for each object image patch po

i . This probability is left to
three factors: (1) the target-background purity based on the
object region and its surrounding background region; (2)
the distance to the center of the object; (3) the purities of
these image patches around po

i . We denote these three fac-
tors as βi,1, βi,2 and βi,3 respectively. For each of them,
the spatial information is utilized to construct the corre-
sponding probabilities by different ways. The details will
be presented in the following.

For the first factor, a bag of background image patches
PPPb = {pb

j}
N2
j=1 are sampled outside xxx1 and in its surround-

ing region firstly. Then K nearest neighbor patches RRRi =
{pi1, pi2, · · · , piK} are selected from PPPo ∪PPPb/po

i using K-
NN Euclidean distance metrics in feature space for each
po

i ∈ PPPo = {po
i }N

i=1. Finally, the probability is calculated
as follows:

βi,1 =
1
Zi

K
∑
j=1

γi j · I(pi j ∈ PPPo), pi j ∈ RRRi.

γi j = ωc(co
i ,ci j) ·ω f ( f o

i , fi j).

I(pi j ∈ PPPo) =

{
1, i f pi j ∈ PPPo.
0, otherwise.

(1)

where Zi is a normalization factor ensuring ∑K
j=1 γi j = 1 .

By introducing weight term ωc(co
i ,ci j) in the original im-

age space and weight term ω f ( f o
i , fi j) in feature space we
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Figure 1 The framework of our proposed tracking algorithm.

emphasize that each image patches in RRRi does not make an
equal contribution to calculate the purity of image patch
po

i . ωc(co
i ,ci j) descripts the distance between image patch

center co
i and ci j of po

i and pi j respectively. ω f ( f o
i , fi j) de-

notes the weighting term based on the distance between
feature f o

i and fi j of image patch po
i and pi j respectively.

For these two weight terms, we design them with Gaussian
function as formula (2).{

ω f ( f o
i , fi j) = exp(−λ f

∥∥ f o
i − fi j

∥∥2
)

ωc(co
i ,ci j) = exp(−λc

∥∥co
i − ci j

∥∥2
)

(2)

This two weighting terms indicate that the closer and more
similar image patches in RRRi will make greater contribu-
tion, rather than in reference [18, 19] which accumulates
directly with 1 for all patches without difference, which is
unreasonable.

At the same time, it is more scientific to distribute dif-
ferent probabilities to different patches sampled inside the
object rectangular box sine they lay from the center of the
object with different distances. Larger probability should
be distributed to the patches which are closer to the cen-
ter of the object rectangular box; vice versa, the patches
further from the center of object rectangular box must be
distributed with smaller probabilities due to these marginal
patches may be background noise. Based on this fact, the

second factor βi,2 is designed as formula (3) via taking the
spatial distance into account.

βi2 = D(ci,co) = exp(−λd∥(ci − co)/h∥2) (3)

where co and ci are the centers of the object rectangular
box xxx1 and small image patch po

i respectively. h denotes
the radius of the object rectangular box. Up to now, we
can obtain a rough appearance model {po

i , α̃o
i } via adding

βi,1 and βi,2 to obtain α̂o
i

It is an indisputable fact that a certain image patch is
not independent on these image patches around it, but re-
lated closely. A certain image patch must belong to the
object with larger probability, if the other image patches
around it belong to the object with larger probability. Based
on this spatial context relationship, we design the third
probability term βi,3 as formula (4).{

βi3= exp(λscS(i,8)).
S(i,8) = 0.125 ·∑8

k=1 α̂o
k , po

k ∈ PPPo ∩N(po
i ,8).

(4)

where N(po
i ,8) denotes the eight domain image patch set

of the patch po
i . λsc is a normalization factor.

Therefore, the ultimate probability αo
i of image patch

po
i is set as (∑3

j=1 βi, j)/3 . This probability takes spatial
information and the spatial context into account to im-
prove the object appearance model. Comparing with the
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appearance model proposed in [18, 19], this appearance
is more reasonable and scientific than (see Figure 2). The
appearance models obtained by our proposed method are
shown in subfigure (g) and (i), the ones obtained by [18,
19] are shown in subfigure (m) and (o). The (g) and (m)
are the initial appearance models for the first frame, (i) and
(o) are the updated appearance model for the 21th frame.
From these comparing appearance models, we can see that
both appearance models can suppress the background in-
formation on the edges effectively. However, the appear-
ance model obtained by our proposed method make these
purities of the image patches in the appearance model more
diverse and reasonable than the ones obtained by [18, 19].

#frame_1 #frame_2 #frame_21 #frame_52 #frame_151

(a) (b) (c) (d) (e)

(g) (h) (i) (j)(f)

(m) (n) (o)(k) (l)

Figure 2 The appearance models and confidence maps obtained
respectively by [18, 19] and our method. The (a) - (e) are the
original images. The (f) and (h) are the initial appearance model
at the first frame and updated appearance model at 21th frame for
our proposed method. The (k) and (m) are the initial appearance
model at first frame and the updated appearance model at 21th
frame for the method proposed in [18, 19]. The (g) and (i)-(j) are
the confidence maps for our proposed method. The (l) and (n)-(o)
are the confidence maps for the method proposed in [18, 19].

2.3 Locating object position
When a new frame arrives, in order to locate the ob-

ject position, we must construct a confidence map for cur-
rent frame firstly. We extract a surrounding region of the
object and sample Nt small candidate test image patches
PPPt,c = {pl}Nt

l=1.For each object image patch from object
appearance model po

i ∈ PPPo, we select the K nearest neigh-
bor image patches from PPPt,c = {pl}Nt

l=1 and make up its
K-NN lists, which is denoted as R̃RRi = { p̃i1, p̃i2, · · · , p̃iK}.In
order to compute a confidence map for current frame, we
evaluate every test image patch and compute its confidence
measure cl , which depends on the object image patches
in the appearance model as well as their probabilities be-
longing to the object. The relation between them is that if
a certain test image patch pl belongs to the K-NN list R̃RRi
of an object image patch po

i in the feature space, then this
object image patch as well as its probability of αo

i will act

on the test patch pl . The confidence measure of each test
image patch is calculated as follows: cl = ∑N1

i=1 ω f ( fl , f o
i ) ·αo

i · I(pl ∈ R̃RRi)

I(pl ∈ R̃RRi) =

{
1, i f pl ∈ R̃RRi
0, otherwise.

(5)

where ω f ( fl , f o
i ) is a weighting term similar with formula

(2), which takes the distance metric into account. The far-
ther the object image patch po

i lies from the test image
patch pl , the less the object image patch makes contri-
bution for the test image patch. However, the author in
[18, 19] distributes all test image patches belonging to R̃RRi
with the same weights αo

i indiscriminately; it’s unreason-
able since the similarity between them is different.

In order to locate the position of the object in current
frame, the confidence of each pixel in current frame must
be computed, which can be interpreted as an up-sampling
of the per-element saliency. In this paper, we adopt an idea
proposed in the context of range image up-sampling [22],
which has been applied in saliency filter [23], and apply it
to our framework. We define the confidence c̃i of a pixel
as a weighted liner combination of the confidence cl of
its surrounding image patches. If the pixel is outside the
search window, its confidence is zero. After obtaining the
confidence map, any mode seek algorithm such as mean
shift can be used to seek the position of the object and get
its status xxx∗ in current frame.

c̃i = ∑N
l=1 wi,l · cl , wi,l = (exp(−λ f in∥ci − cl∥2))/Zi (6)

Similar with [23], we chose the Gaussian function for the
weight wi,l .

2.4 Online model updating

To adapt to the variance of the object appearance caused
by illumination, deformation, and occlusion and so on, the
updating of the appearance model is imperative for a ro-
bust tracking algorithm. In this paper, the following online
updating strategy is adopted.

For each object status xxx∗, its confidence is the sum of
the confidence of the pixels inside xxx∗. Among the process
of tracking, we record the templates whose confidences are
larger than some threshold predefined. The difference ξ
between the confidence of the current frame and the av-
erage of the confidences in the retained sequence (the last
five frames) is calculated, namely,

ξ = |con ft −ave−co f |/s (7)

where con ft is the confidence of current frame, ave−co f is
the average of the confidences in the retained sequence, is
the area of the object so that ξ ∈ [0,1] . If ξ ∈ [ξl ,ξu], ξl <
ξu , we update the appearance model with the following
our proposed method, this means that we update the model
when the object appearance has changed but not too much.
If ξ > ξo , ξo > ξu > ξl , which means the object appear-
ance has changed too much(e.g. occluded heavily), the ob-
ject status of last frame is set as the current status.
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When update the appearance model, rather than re-
sampling object and background image patches as in [18,
19], we group the test image patches set PPPt,c = {pl}Nt

l=1
directly into two subsets, denoted as p̃ppo and p̃ppb respec-
tively, according to they are inside or outside the rectangu-
lar box xxx∗. The intuitive advantage of this is that it saves
time for re-sampling image patches and computing their
feature. Based on p̃ppo and p̃ppb, the similar method as previ-
ous section is employed to build a new appearance model
Ω̃ΩΩ t = {(p̃o

i , α̃o
i )}

Ñ1
i=1. Next, the patches in Ω̃ΩΩ t with confi-

dence lower than threshold λl or larger than threshold λu
are got rid of. The aim of this is to retain the patches that
have changed to some degree but not too much. In order
to prevent the size of model from increasing endlessly, the
image patches in updated model are composed by resam-
pling from the rest image patches in both old model ΩΩΩ t and
new model Ω̃ΩΩ t according to their probabilities belonging to
the object, until the size of the updated model achieves the
size of the old model.

Based on the detailed analysis of above, we summarize
our tracking method in Algorithm 1.

Algorithm 1: Our Proposed Tracker

Initialization: (for t=1)
1. box out the object rectangular box x1 and its surroun-

ding rectangular box xb by hand.
2. sample object image patches Po = {po

i }
N1
i=1 inside x1

and background image patches Pb = {pb
j}

N2
j=1 outside

x1 but inside xb.
3. obtain the appearance model Ωt = {(po

i ,α
o
i )}

N1
i=1

according to formula (1)-(4).
Tracking: (for t=2 to end)
1. predict the object position x̂t using xt−1 ,box out

search window x̂s around x̂t .
2. sample a candidate test image patch set Pt,c = {pl}Nt

l=1
inside x̂s.

3. calculate the confidence cl of each patch in
Pt,c = {pl}Nt

l=1 according to formula (5).
4. compute the confidence map for current frame as

formula (6).
5. seek the mode of the confidence map using

mean shift algorithm and obtain the optimal status x∗.
6. updating the appearance model using

our model updating strategy.

3. Experimental Results

In this section, we present experimental results to validate
the effectiveness and efficiency of our proposed method.
We also conduct a thorough comparison between our pro-
posed method and state-of-the-art tracking methods where
applicable.

3.1 Experiment Setup
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Figure 3 Tracking results of five trackers, namely, DRL, L1,
MIL, SPT and our method (IMDRL) on six test image sequences,
which are woman face(a), bird(b), guo2-BMP(c), occlusion1(d),
lemming(e) and girl-mov sequence(f).

We implement our proposed algorithm with C++. In
our experiments, the normalized histogram in RGB color
space and histogram of gradient orientation are utilized as
features for each image patch. The image patches are sam-
pled according to grid. The initial status of the object is
boxed out by hand. The normalization factors λ f and λc in
formula (2), λd in formula (3), λsc in formula (4) as well
as λ f in in formula (6) are set between 2 and 5 in our exper-
iments. The thresholds λl and λu for removing the outliers
are set as 0.45 and 0.95 respectively. K=16. The sample
rate in object region is set to 0.3 in our experiments. The
sample rate in background region is set to 0.18 to ensure
the number of image patches from background region is
not too much. The patch size is determined by the sample
rate in object region.

To evaluate the proposed tracking method, six publicly
available test image sequences are used, bird (S2) and girl-
mov (S6) sequence from [20], woman face (S1) sequence
from [21], lemming (S5) sequence from [24], Guo2-BMP
(S3) and occlusion1 (S4) sequence from [25]. We compare
our proposed method with four state-of-the-art trackers,
namely, MIL [16], discriminative rank list tracker (DRL)
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[18, 19], supper-pixel tracker (SPT) [20] and L1 [26]. Our
proposed method is denoted as IMDRL. The DRL tracker
is the base algorithm whose performance our tracker wants
to improve. For all them, we employ the codes publicly
available or provided by the original authors. All the pa-
rameters are set in accordance with the original papers. We
compare the performance of these trackers qualitatively
and quantitatively.

3.2 Qualitative Evaluation
Firstly, we test our proposed method on four sequences

from indoor scene, which are woman face, guo2-BMP, oc-
clusion1 and lemming are used. Figure 3(a) and Figure
3(c)-(e) show the sampling tracking results using different
schemes on woman face, guo2-BMP, and occlusion1 and
lemming sequence respectively. From the results of #683
in Figure 3(a), #179 in Figure 3(c), #187 in Figure 3(d)
and #395 in Figure 3(e), we can see that when the object
being tracked is occluded partially by the book or appear-
ance changes too much, all the other trackers drift from the
object a lot, and only our proposed method can track the
object accurately.

In order to contrast the tracking performance further,
all the trackers are tested on two test sequences from out-
door scene. The results for both sequences are shown in
Figure 3(b) and Figure 3(f). As we can see from the results
of #66 in Figure 3(b), when the shape of the bird changes,
The DRL and L1 drift away from the object. Then the
MIL, SPT and IMDRL can track the bird accurately. The
results of #126 in Figure 3(f) show that when the moving
girl reappears after being occluded by other people, all the
other trackers fail to track the object and only our proposed
tracker and SPT can still track the object accurately.

Although the MIL and SPT perform comparative with
our proposed method on some test sequences, then for the
other test sequences, our proposed method is more robust
obviously than MIL and SPT. As for L1 and DRL, their
performance is inferior obviously to our proposed method.

The reason that our method is better than L1 is that
the L1 tracker represents object using information only in
object region and loses sight of the information in back-
ground region so that it cannot distinguish the object from
the surrounding background. Although the DRL tracker
take advantage of the information in background region,
then DRL tracker build the appearance model without tak-
ing the spatial distance and spatial relationship into con-
sideration. Comparing with the MIL tracker which trains
classifier using image patches filling the whole object, our
method is based on small patches and it is more robust to
dealing with occlusion.

3.3 Quantitative Evaluations
In order to evaluate the performance of the proposed

tracker quantitatively, we utilize the labeled ground truth
bounding box in each frame for six sequences provided by
original authors. The difference between the centers of the
ground truth bounding box and tracking result box is used
as the evaluation indicator.

Table 1 Tracking results, the numbers denote the average errors
of center location in pixels

DRL IMDRL L1 MIL SPT

S1 40.3 13.8 33.2 17.1 25.7
S2 40.9 12.1 61.3 10.2 10.8
S3 17.3 11.3 12.2 31.5 11.3
S4 53.6 9.9 30.9 30.5 10.6
S5 126.9 20.0 204.7 11.3 163.0
S6 28.3 27.9 158.8 112.6 18.2
ave 51.2 15.8 83.5 35.5 39.9

Table 1 gives the average of the tracking errors for
each approach on six test sequences. From the statistical
results we can see that our proposed method (IMDRL) is
much better than the original tracking method (DRL) and
L1 tracker, the average errors of center location on all of
the six test sequences of IMDRL are smaller than the ones
of DRL and L1. Than for MIL tracker, our method is com-
parative with it on the S2 and S5 sequence. The average
errors for our proposed method are 12.1 and 20.0, which
are lager a litter than ours on these tow sequence. How-
ever, on the rest four test sequences, our proposed method
is better than MIL obviously. The tracker whose perfor-
mance is best comparable to our tracker is STP. Except for
S1 and S5 sequence, the average errors of STP on the rest
other sequences approximate to the ones of our proposed
method, even smaller (S2 and S6). In summary, the per-
formance of our proposed method has better performance
than DRL, L1 and MIL in dealing with occlusion and drift,
and is comparable to the ones of STP.

To illustrate the superiority of our method further, the
tracking error polylines for each algorithm on each test im-
age sequence are also given in Figure 4 respectively. Each
subfigure corresponds to one test sequence, and in each
subfigure five lines with different colors represent differ-
ent trackers. From these subfigures, the same conclusion
with Table 1 can be obtained.

4. Conclusions

In this paper, we proposed an improved discriminative vi-
sual tracking method based on bag of image patches. The
proposed approach constructs the object appearance model
using the spatial information from three aspects and the
context of the image patch, which has been looked down
upon by the other authors. In addition, the spatial informa-
tion and context are also utilized when construct the con-
fidence map to locate the object to be tracked. When up-
dating the model, a novel updating strategy is designed to
make it more robust to the various variances. Comparing
with several state-of-the-art tracking algorithms, the pro-
posed tracker is superior or competitive.
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(a) woman face sequence
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(b) bird sequence
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(c) Guo2-BMP sequence
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(d) occlusion1 sequence
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(e) lemming sequence
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(f) girl-moving sequence

Figure 4 Center distance error polylines between ground truth boxes and tracking results by DRL, L1, MIL, SPT and our method
(IMDRL) on six image sequences.
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