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Abstract: In the paper, the relative potency of two drugs using confidence intervals for the ratio of two means of normal distributions

with unknown coefficients of variation is considered. The new confidence intervals were constructed using the large sample approach,

the method of variance estimates recovery (MOVER) approach, and then compared with the existing approach: the generalized

confidence interval (GCI) approach of Lee and Lin [1]. A simulation study showed that the large sample approach can be used to

estimate the confidence interval for the ratio of normal means with unknown coefficients of variation when the value of σY /σX is

small otherwise the GCI approach is recommended when the value of σY /σX is large. Applications to drug testing and

carboxyhemoglobin test are included.
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1 Introduction

The ratio of two means has been used in many areas. For example, the relative potency of two drugs or treatments is
considered in biological assay and bioequivalence problems. The range of the ratio of means is the relative potency of the
test drug to the reference drug. The mean responses of the test drug and the reference drug are used to ensure that the two
drugs are equally effective. In practice, the average bioequivalence criterion requires the ratio of two means µT/µR to be
close to 1, where µT is the mean response for the test drug and µR is the mean response of the reference drug. For more
details about the ratio of two means in biological assay and bioequivalence problems, see the research papers of Fieller [2],
Finney [3], Chow and Liu [4], Berger and Hsu [5], and Lee and Lin [1]. In statistics, Fieller’s theorem gives a confidence
region for the ratio of two means. Several researchers have been studied confidence interval estimation for the ratio of
two means. Fieller [2,6] constructed a confidence interval for the ratio of the means of two normal distributions. Malley
[7] presented the simultaneous confidence intervals for the ratios of means of normal distributions. Cox [8] provided the
interval estimates for the ratio of two means of normal distributions with variances related to means. Lee and Lin [1]
proposed the generalized confidence interval (GCI) approach to construct the confidence interval for the ratio of means
of two normal distributions. Lidong et al. [9] provided the confidence intervals for the ratio of mean of two log-normal
distributions. Hannig et al. [10] proposed the simultaneous fiducial generalized confidence intervals for the ratios of
means of log-normal distributions. Sadooghi-Alvandi and Malekzadeh [11] proposed a parametric bootstrap approach
to construct simultaneous confidence intervals for ratios of means of several log-normal distributions. Abdel-Karim [12]
constructed the simultaneous confidence intervals for ratios of means of log-normal distributions based on two approaches
using a two-step method of variance estimates recovery (MOVER) approach.

It is well known that the maximum likelihood estimator of the normal population mean µ is the normal sample mean x̄.
Moreover, x̄ is the uniformly minimum variance unbiased estimator of µ . The problem of estimating the mean µ of normal
distribution is of interest. Searls [13] provided the minimum mean squared error estimator for estimating the normal mean
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µ with known the coefficient of variation σ/µ . In practice, the coefficient of variation is unknown. Hence, the minimum
mean squared error estimator of Searls [13] is not very useful. Srivastava [14] proposed an estimator for mean of normal
distribution using the coefficient of variation. Srivastava [15] showed that the estimator of Srivastava [14] is more efficient
than the usual estimator x̄. The normal mean with unknown coefficient of variation estimator is widely used to estimate
the normal population mean µ ; see, e.g., Sahai [16], Sahai and Acharya [17], Sodanin et al. [18], and Thangjai et al. [19].

To our knowledge, no paper exists for the confidence interval for the ratio of means of two normal distributions with
unknown coefficients of variation. Therefore, this paper extends the paper works of Lee and Lin [1] and Thangjai et al. [19]
to construct confidence intervals for the ratio of means of two normal distributions with unknown coefficients of variation.
The confidence intervals were constructed based on the large sample approach and the MOVER approach and compared
with the existing approach: the GCI approach of Lee and Lin [1]. The generalized confidence interval was introduced
by Weerahandi [20] and has successfully used to construct the confidence interval; see, e.g., Wongkhao et al. [21] and
Thangjai et al. [19]. The large sample confidence interval is used using the concept of the central limit theorem and the
quantile of the normal distribution. The MOVER confidence interval was proposed by Zou and Donner [22], Zou et al.
[23], and Donner and Zou [24]. The MOVER approach has been used to construct confidence interval for the parameter
by many researches; for example, see Suwan and Niwitpong [25], Wongkhao et al. [21], Niwitpong [26], Niwitpong and
Wongkhao [27], Sangnawakij et al. [28], and Sangnawakij and Niwitpong [29].

2 Confidence intervals for the ratio of means of two normal populations with unknown

coefficients of variation

Suppose that random variable X = (X1,X2, . . . ,Xn) follows a normal distribution with mean µX and variance σ2
X . And

suppose that random variable Y = (Y1,Y2, . . . ,Ym) follows a normal distribution with mean µY and variance σ2
Y . Let X and

Y be two independent random variables. The ratio of means of normal distributions is µY/µX . Since θ in Equation (1) is
the parameter of interest

θ =
µY

µX

. (1)

The estimator of the parameter of interest is defined by (See, Searls [13])

θ̂ =
µ̂Y

µ̂X

, (2)

where µ̂X = nX̄

n+(S2
X/X̄2)

, µ̂Y = mȲ

m+(S2
Y /Ȳ2)

, and the sample means and sample variances for X and Y are defined as X̄ , Ȳ , S2
X ,

and S2
Y , respectively.

Theorem 1.Let X = (X1,X2, . . . ,Xn) and Y = (Y1,Y2, . . . ,Ym) be independent random variables from N(µX ,σ
2
X) and

N(µY ,σ
2
Y ), respectively. Let X̄ , Ȳ , S2

X , and S2
Y be the sample means and the sample variances of X and Y , respectively.

Also, let θ̂ = µ̂Y/µ̂X , where µ̂X = nX̄

n+(S2
X/X̄2)

and µ̂Y = mȲ

m+(S2
Y /Ȳ 2)

. Therefore, the mean and variance of θ̂ are

E(θ̂ )∼=
(

E(µ̂Y )

E(µ̂X)

)

·
(

1+
Var(µ̂X)

(E(µ̂X ))2

)

(3)

and

Var(θ̂ )∼=
(

E(µ̂Y )

E(µ̂X)

)2

·
(

Var(µ̂Y )

(E(µ̂Y ))2
+

Var(µ̂X )

(E(µ̂X ))2

)

, (4)

where

E (µ̂X) =













µX

1+

(

σ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

)













·















1+

(

nσ2
X

nµ2
X +σ2

X

)2

·

(

2

n
+

2σ4
X + 4nµ2

Xσ2
X

(

nµ2
X +σ2

X

)2

)

(

n+

(

nσ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

))2














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E (µ̂Y ) =













µY

1+

(

σ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

)













·















1+

(

mσ2
Y

mµ2
Y +σ2

Y

)2

·

(

2

m
+

2σ4
Y + 4mµ2

Y σ2
Y

(

mµ2
Y +σ2

Y

)2

)

(

m+

(

mσ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

))2















Var (µ̂X) =













µX

1+

(

σ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

)













2

·















σ2
X

nµ2
X

+

(

nσ2
X

nµ2
X +σ2

X

)2

·

(

2

n
+

2σ4
X + 4nµ2

Xσ2
X

(

nµ2
X +σ2

X

)2

)

(

n+

(

nσ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

))2















and

Var (µ̂Y ) =













µY

1+

(

σ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

)













2

·















σ2
Y

mµ2
Y

+

(

mσ2
Y

mµ2
Y +σ2

Y

)2

·

(

2

m
+

2σ4
Y + 4mµ2

Y σ2
Y

(

mµ2
Y +σ2

Y

)2

)

(

m+

(

mσ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

))2















.

Proof.Let µ̂X = nX̄/(n+(S2
X/X̄2)) and µ̂Y = mȲ/(m+(S2

Y/Ȳ 2)). Following Thangjai et al. [19], the mean and variance
of µ̂X are

E (µ̂X) =













µX

1+

(

σ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

)













·















1+

(

nσ2
X

nµ2
X +σ2

X

)2

·

(

2

n
+

2σ4
X + 4nµ2

Xσ2
X

(

nµ2
X +σ2

X

)2

)

(

n+

(

nσ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

))2














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and

Var (µ̂X ) =













µX

1+

(

σ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

)













2

·















σ2
X

nµ2
X

+

(

nσ2
X

nµ2
X +σ2

X

)2

·

(

2

n
+

2σ4
X + 4nµ2

Xσ2
X

(

nµ2
X +σ2

X

)2

)

(

n+

(

nσ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

))2















.

Similarly, the mean and variance of θ̂Y are

E (µ̂Y ) =













µY

1+

(

σ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

)













·















1+

(

mσ2
Y

mµ2
Y +σ2

Y

)2

·

(

2

m
+

2σ4
Y + 4mµ2

Y σ2
Y

(

mµ2
Y +σ2

Y

)2

)

(

m+

(

mσ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

))2















and

Var (µ̂Y ) =













µY

1+

(

σ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

)













2

·















σ2
Y

mµ2
Y

+

(

mσ2
Y

mµ2
Y +σ2

Y

)2

·

(

2

m
+

2σ4
Y + 4mµ2

Y σ2
Y

(

mµ2
Y +σ2

Y

)2

)

(

m+

(

mσ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

))2















.

Bain and Engelhardt [30] showed that the sample mean and sample variance are independent when the data come from
normal distribution. Therefore, X̄ and S2

X are independent and Ȳ and S2
Y are also independent. According to Blumenfeld

[31]and Saelee et al. [32], the mean and variance of θ̂ = µ̂Y/µ̂X are

E(θ̂ )∼=
(

E(µ̂Y )

E(µ̂X )

)

·
(

1+
Var(µ̂X )

(E(µ̂X ))2

)

and Var(θ̂)∼=
(

E(µ̂Y )

E(µ̂X)

)2

·
(

Var(µ̂Y )

(E(µ̂Y ))2
+

Var(µ̂X)

(E(µ̂X))2

)

,

where E (µ̂X), E (µ̂Y ), Var (µ̂X), and Var (µ̂Y ) are defined above.
Hence, Theorem 1 is proved.

2.1 Large sample confidence interval

The pivotal statistic based on the normal approximation is defined by

Z =
θ̂ −E(θ̂)
√

Var(θ̂)
=

θ̂ −θ
√

Var(θ̂)
. (5)
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Therefore, the 100(1−α)% two-sided confidence interval for the ratio of normal means with unknown coefficients of
variation based on the large sample approach is

CILS = [LLS,ULS] =
[

θ̂ + zα/2

√

ˆVar(θ̂ ), θ̂ + z1−α/2

√

ˆVar(θ̂ )
]

, (6)

where θ̂ is defined in Equation (2), ˆVar(θ̂ ) denotes the estimator of Var(θ̂) which is defined in Equation (4) with µX ,
µY , σ2

X , and σ2
Y replaced by X̄ , Ȳ , S2

X , and S2
Y , respectively, and zα/2 and z1−α/2 denote the (α/2)-th and (1−α/2)-th

quantiles of the standard normal distribution, respectively; see Donner and Zou [24] and Thangjai et al. [33].

2.2 Method of variance estimates recovery confidence interval

Again, the estimators of the normal mean with unknown coefficient of variation of X and Y are

µ̂X =
nX̄

n+(S2
X/X̄2)

and µ̂Y =
mȲ

m+(S2
Y/Ȳ 2)

. (7)

The variances of µ̂X and µ̂Y are

Var (µ̂X) =













µX

1+

(

σ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

)













2

·















σ2
X

nµ2
X

+

(

nσ2
X

nµ2
X +σ2

X

)2

·

(

2

n
+

2σ4
X + 4nµ2

Xσ2
X

(

nµ2
X +σ2

X

)2

)

(

n+

(

nσ2
X

nµ2
X +σ2

X

)

·

(

1+
2σ4

X + 4nµ2
Xσ2

X
(

nµ2
X +σ2

X

)2

))2















(8)

and

Var (µ̂Y ) =













µY

1+

(

σ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

)













2

·















σ2
Y

mµ2
Y

+

(

mσ2
Y

mµ2
Y +σ2

Y

)2

·

(

2

m
+

2σ4
Y + 4mµ2

Y σ2
Y

(

mµ2
Y +σ2

Y

)2

)

(

m+

(

mσ2
Y

mµ2
Y +σ2

Y

)

·

(

1+
2σ4

Y + 4mµ2
Y σ2

Y
(

mµ2
Y +σ2

Y

)2

))2















. (9)

Following Thangjai et al. [19], the confidence intervals for the normal mean with unknown coefficient of variation of
X and Y can be written as

[lX ,uX ] = [µ̂X + zα/2

√

ˆVar(µ̂X ), µ̂X + z1−α/2

√

ˆVar(µ̂X )] (10)

and

[lY ,uY ] = [µ̂Y + zα/2

√

ˆVar(µ̂Y ), µ̂Y + z1−α/2

√

ˆVar(µ̂Y )], (11)

where µ̂X and µ̂Y are defined in Equation (7), ˆVar(µ̂X ) and ˆVar(µ̂Y ) denote the estimator of Var(µ̂X) and Var(µ̂Y ) which
are defined in Equation (8) and Equation (9) with µX , µY , σ2

X , and σ2
Y replaced by X̄ , Ȳ , S2

X , and S2
Y , respectively, and zα/2

and z1−α/2 denote the (α/2)-th and (1−α/2)-th quantiles of the standard normal distribution.
According to Donner and Zou [24], in the case of the ratio of two means, a logarithm transformation prior is applied

the use of the difference of two means. The ratio of means is θ = µY/µX which is equivalent to µY −θ µX = 0. We assume
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positive value parameter θ > 0 as similar steps can be taken for negative value parameter θ < 0. The estimators µ̂X and
µ̂Y are independent. The lower limit and the upper limit of confidence interval for µY −θ µX are obtained by

l = µ̂Y −θ µ̂X −
√

(µ̂Y − lY )2 +θ 2(uX − µ̂X)2 (12)

and

u = µ̂Y −θ µ̂X +
√

(uY − µ̂Y )2 +θ 2(µ̂X − lX)2. (13)

By µY −θ µX = 0, we must have l = 0 and u = 0, which lead to quadratic equations in θ . Solving Equation (12) and
Equation (13) for θ , the lower limit and the upper limit for the ratio are

LMOV ER =
µ̂Y µ̂X −

√

(µ̂Y µ̂X )2 − lY uX(2µ̂Y − lY )(2µ̂X − uX)

uX(2µ̂X − uX)
(14)

and

UMOVER =
µ̂Y µ̂X +

√

(µ̂Y µ̂X)2 − uY lX (2µ̂Y − uY )(2µ̂X − lX)

lX (2µ̂X − lX)
, (15)

where lX and uX are defined in Equation (10) and lY and uY are defined in Equation (11).
Therefore, the 100(1−α)% two-sided confidence interval for the ratio of normal means with unknown coefficients of

variation based on the MOVER approach is

CIMOV ER = [LMOV ER,UMOV ER], (16)

where LMOV ER and UMOV ER are defined in equation (14) and equation (15),respectively.
Next, the GCI approach of Lee and Lin [1] is briefly reviewed for constructing the confidence interval for the ratio of

means of two normal populations. The generalized pivotal quantity for θ = µY/µX is

Rθ .LL =
Ȳ −ZY SY/

√
UY

X̄ −ZXSX/
√

UX

, (17)

where ZX and ZY denote the standard normal distributions, UX denotes the chi-squared distribution with n− 1 degrees of
freedom, and UY denotes the chi-squared distribution with m− 1 degrees of freedom.

Therefore, the 100(1−α)% two-sided confidence interval for the ratio of normal means based on the GCI approach
of Lee and Lin [1] is

CILL = [LLL,ULL] =
[

Q∗ (α/2) ,Q∗ (1−α/2)
]

, (18)

where Q∗ (α/2) and Q∗ (1−α/2) denote the 100(α/2)-th and 100(1−α/2)-th percentiles of Rθ .LL, respectively.

3 Simulation studies

A Monte Carlo simulation was carried out to evaluate the coverage probabilities and average lengths of the large sample
confidence interval (CILS), the MOVER confidence interval (CIMOVER), and the generalized confidence interval of Lee and
Lin [1] (CILL). The confidence interval was chosen when the coverage probability was greater than or equal to the nominal
confidence level (1−α) and having the shortest average length, see Li et al. [34], Xiao et al. [35], and Malekzadeh and
Kharrati-Kopaei [36].

The nominal confidence level was chosen to be 0.95. The data were generated from two independent normal
distributions, N(µX ,σ

2
X ) and N(µY ,σ

2
Y ), where the population means were µX = µY = 1.0 and the population standard

deviations were σX = 1.0 and σY = 0.3, 0.5, 0.7, 0.9, 1.0, 1.1, 1.3, 1.5, 1.7, 2.0. Thus, a ratio of coefficients of variation,
(σY/µY )/(σX/µX), was reduced to σY/σX . The sample sizes were (n,m) = (30,30), (50,50), (30,50), (100,100), and
(50,100).

Coverage probability for θ = µY/µX can be computed by the following steps:
Algorithm 1

–Generate x1,x2, . . . ,xn from N(µX ,σ
2
X ), and then compute x̄ and s2

X . And generate y1,y2, . . . ,ym from N(µY ,σ
2
Y ), and

then compute ȳ and s2
Y .

–Use Equation (6) to construct CILS and record whether or not the value of θ fall in corresponding confidence interval.

c© 2022 NSP

Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. 11, No. 1, 1-14 (2022) / www.naturalspublishing.com/Journals.asp 7

–Use Equation (16) to construct CIMOV ER and record whether or not the value of θ fall in corresponding confidence
interval.

–Repeat Step 1-Step 3 a large number of times, M = 5000. The fraction of times that all θ are in their corresponding
confidence intervals is the coverage probability.

Table 1 and Figures 1-10 presented the coverage probabilities and the average lengths of 95% two-sided confidence
intervals for the ratio of means with unknown coefficients of variation. We can conclude that the coverage probabilities of
all the proposed approaches are similarity and satisfactory for all sample sizes. The large sample approach is better than
the GCI approach of Lee and Lin [1] in term of average length when the value of σY /σX is small (σY/σX ≤ 1.0), whereas
the GCI approach of Lee and Lin [1] is preferable when the value of σY/σX is large. However, the large sample approach
is easier to use than the GCI approach because the large sample approach uses the simple formula and the GCI approach
is a computational approach.

Fig. 1: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 0.3

Fig. 2: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 0.5
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Table 1: The coverage probabilities (CP) and average lengths (AL) of 95% two-sided confidence intervals for the ratio of means of

normal distributions with unknown coefficients of variation.

n m
σY

σX

CILS CIMOVER CILL

CP AL CP AL CP AL

30 30 0.3 0.9542 0.9461 0.9500 1.4214 0.9548 1.1309

0.5 0.9574 1.0007 0.9564 1.4702 0.9602 1.1872

0.7 0.9504 1.0565 0.9540 1.5256 0.9592 1.2446

0.9 0.9490 1.1558 0.9596 1.6452 0.9600 1.3392

1.0 0.9522 1.2489 0.9618 1.7913 0.9600 1.4270

1.1 0.9456 1.3285 0.9556 1.8303 0.9548 1.4893

1.3 0.9410 1.5218 0.9578 1.6456 0.9544 1.5932

1.5 0.9318 1.7012 0.9550 2.2165 0.9604 1.7236

1.7 0.8976 1.8210 0.9274 2.3004 0.9564 1.8441

2.0 0.8680 12.7167 0.9008 2.6116 0.9552 2.0858

50 50 0.3 0.9594 0.6708 0.9566 0.7824 0.9558 0.7048

0.5 0.9616 0.7053 0.9586 0.8155 0.9578 0.7434

0.7 0.9588 0.7625 0.9590 0.8778 0.9576 0.8084

0.9 0.9560 0.8408 0.9564 0.9579 0.9544 0.8836

1.0 0.9560 0.8820 0.9592 0.9970 0.9554 0.9142

1.1 0.9592 0.9467 0.9640 1.0659 0.9574 0.9611

1.3 0.9584 1.1011 0.9666 1.2244 0.9530 1.0524

1.5 0.9542 1.2752 0.9688 1.4077 0.9584 1.1513

1.7 0.9414 1.4181 0.9576 1.5522 0.9536 1.2456

2.0 0.9104 1.5634 0.9338 1.7103 0.9540 1.4166

30 50 0.3 0.9572 0.9438 0.9488 1.3298 0.9564 1.1302

0.5 0.9522 0.9739 0.9466 1.4761 0.9536 1.1483

0.7 0.9570 1.0125 0.9568 1.4388 0.9606 1.1842

0.9 0.9582 1.0639 0.9560 1.4686 0.9600 1.2362

1.0 0.9536 1.1092 0.9566 1.6350 0.9564 1.2796

1.1 0.9514 1.1704 0.9546 1.3030 0.9516 1.3306

1.3 0.9508 1.2873 0.9650 1.7437 0.9550 1.3708

1.5 0.9580 1.4677 0.9734 1.8660 0.9612 1.4905

1.7 0.9452 1.6087 0.9692 2.0292 0.9624 1.5751

2.0 0.9186 1.7398 0.9500 2.0265 0.9562 1.7207

100 100 0.3 0.9572 0.4384 0.9558 0.4654 0.9526 0.4446

0.5 0.9548 0.4680 0.9592 0.4954 0.9574 0.4762

0.7 0.9524 0.5071 0.9498 0.5353 0.9530 0.5174

0.9 0.9502 0.5623 0.9514 0.5920 0.9502 0.5718

1.0 0.9550 0.5904 0.9536 0.6201 0.9508 0.5961

1.1 0.9530 0.6249 0.9556 0.6551 0.9478 0.6225

1.3 0.9652 0.7244 0.9676 0.7566 0.9538 0.6872

1.5 0.9746 0.8526 0.9794 0.8872 0.9574 0.7541

1.7 0.9730 0.9879 0.9798 1.0251 0.9546 0.8232

2.0 0.9618 1.1510 0.9702 1.1920 0.9524 0.9303

50 100 0.3 0.9562 0.6585 0.9524 0.7682 0.9506 0.6899

0.5 0.9606 0.6799 0.9554 0.7907 0.9548 0.7138

0.7 0.9578 0.7077 0.9532 0.8199 0.9498 0.7440

0.9 0.9574 0.7474 0.9534 0.8583 0.9534 0.7843

1.0 0.9600 0.7723 0.9602 0.8847 0.9578 0.8081

1.1 0.9570 0.7928 0.9602 0.9004 0.9522 0.8193

1.3 0.9600 0.8896 0.9644 1.0061 0.9514 0.8910

1.5 0.9684 0.9996 0.9736 1.1126 0.9572 0.9444

1.7 0.9708 1.1202 0.9782 1.2323 0.9568 1.0002

2.0 0.9588 1.2803 0.9712 1.3989 0.9494 1.1055
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Fig. 3: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 0.7

Fig. 4: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 0.9

4 Empirical applications

In this section, two examples are considered to illustrate the proposed approaches.

Example 1.Let x = (x1,x2, . . . ,xn) and y = (y1,y2, . . . ,ym) be two independent sets of observations for the potency of a
reference drug and a test drug, respectively. The data example is taken from Lee and Lin [1] for testing the potency of a
reference drug and a test drug. The data was assumed to construct confidence intervals for the ratio of two means. Table 2
shows the statistics of the reference drug and test drug data. The data can be approximated by the normal distribution. The
ratio of two means was ȳ/x̄ = 1.3684. The confidence intervals for the ratio of two means with unknown coefficients of
variation was presented in Table 3. From Table 3, the large sample approach is better than the other approaches in term of
the interval length. The results support the simulation results when the value of σY/σX is small.
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Fig. 5: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 1.0

Fig. 6: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 1.1

Table 2: Sample statistics of the reference drug and test drug data.

Statistics Reference drug Test drug

Sample size 50 50

Sample mean 0.3800 0.5200

Sample variance 0.2309 0.2446

Coefficient of variation 1.2645 0.9511

Example 2.A real data example provided by Jarvis et al. [37], Pagano and Gauvreau [38], and Lee and Lin [1] is used.
The data represents carboxyhemoglobin levels for nonsmokers and cigarette smokers. Table 4 shows the statistics of the
nonsmokers and cigarette smokers. The data is fitted by normal distribution. The ratio of two means was ȳ/x̄ = 3.1538.
The 95% two-sided confidence intervals for the ratio of two means with unknown coefficients of variation were evaluated.
From Table 5, it can be seen that the length of CILL are shorter than those of CILS and CIMOV ER. Hence, the GCI approach
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Fig. 7: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 1.3

Fig. 8: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 1.5

of Lee and Lin [1] performs well in term of the interval length. The results confirm the simulation results in the previous
section when the value of σY/σX is large.

5 Discussion and conclusions

This paper is extension of previous works of Lee and Lin [1] and Thangjai et al. [19]. Lee and Lin [1] proposed the
confidence intervals for the ratio of means of normal distributions using the GCI approach. The results of Lee and Lin [1]
showed that the GCI approach is valuable, especially when the two variances are quite different.

For all sample sizes, all the proposed confidence intervals provide the similar coverage probabilities. The generalized
confidence interval yields the shortest average lengths when the value of σY /σX is large. However, the large sample
approach is better than the GCI approach of Lee and Lin [1] in term of average length when the value of σY/σX is small.
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Fig. 9: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 1.7

Fig. 10: The CP and AL of 95% two-sided confidence intervals for the ratio of means of normal distributions with unknown coefficients

of variation for σY /σX = 2.0

Table 3: The 95% two-sided confidence intervals for the ratio of two means with unknown coefficients of variation using the potency

of reference drug and test drug.

Approach
Confidence interval

Lower limit Upper limit Interval length

LS 0.7597 2.0144 1.2547

MOVER 0.8925 2.2954 1.4029

LL 0.8871 2.3043 1.4172

Therefore, the large sample approach is chosen when the value of σY/σX is small (σY/σX ≤ 1.0) otherwise the GCI
approach of Lee and Lin [1] is preferable when the value of σY/σX is large.

It is noted that the large sample approach is based on the Central Limit Theorem. Therefore, the large sample approach
is satisfactory when the sample sizes are moderate sizes and large sizes ((n,m) ≥ (30,30)). Furthermore, the coverage
probability of the GCI approach of Lee and Lin [1] do not depend on the value of σY/σX . From the simulation results,
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Table 4: Sample statistics of the nonsmokers and cigarette smokers.

Statistics Nonsmokers Cigarette smokers

Sample size 121 75

Sample mean 1.3000 4.1000

Sample variance 1.7040 4.0540

Coefficient of variation 1.0041 0.4911

Table 5: The 95% two-sided confidence intervals for the ratio of two means with unknown coefficients of variation using

carboxyhemoglobin levels for the nonsmokers and cigarette smokers.

Approach
Confidence interval

Lower limit Upper limit Interval length

LS 1.1717 5.1681 3.9964

MOVER 1.2468 5.3778 4.1310

LL 2.5630 3.9108 1.3478

which were not shown here, the GCI approach of Lee and Lin [1] is a preferable method for small sample sizes, i.e.
(n,m)< (30,30).
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