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Abstract: Automated Facial Expression Recognition (FER) is an important part of computer-human interaction. For decades,

researchers and scientists have been trying to create a model of artificial intelligence that could think, learn, make decisions and act in

a way similar to a real person. Among other skills, such model needs to recognise human facial expression to understand non-verbal

language. The present paper describes a method to fine tune the FER process in images, using deep learning CNN model Xception,

with preprocessing the images. The method has shown improved results when applied to different datasets.
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1 Introduction

Facial Expression Recognition (FER) is an actively
researched area in computer vision for the last two
decades. FER is a very important aspect in
human-machine interaction. Humans demonstrate their
emotional state using facial expressions, using the verbal
method, gestures of hands and posture of the body.
However, facial expressions are the most important part
of these.
Research in facial expressions started hundreds of years
ago [1], [2]. However, Automated Facial Expression
Recognition (AFER) for computer vision appeared only
in the last twenty years. At first there were works on the
analysis of facial expressions [4], [6]. Then the first
attempts were made to create AFER [7], [8], [9], [10].
Much earlier, French neurologist Duchenne de Boulogne
conducted experiments when he was trying to find
dependencies between facial muscles and emotions [1]].
Duchenne published his work with extraordinary
photographs in the book ”The Mechanism of Human
Facial Expressions” in 1862. Figure 1 shows some
examples of these photographs. Additionally, Charles
Darwin worked on FE [2] at the same period of time. His
work inspired other researchers like C. Izard and P.
Ekman. Subsequently they contributed substantially to the

body of acailable literature analyzing FE [3], [4]. Ekman
and Friesen proposed six main universal emotions [5].
which can be common for all cultures [12]. They
established the following facial expressions: disgust, fear,
happiness, surprise, sadness and anger. This approach is
widely used in Automated FER tasks. Using a discrete
concept of emotions, Plutchik proposed his own model
[13], which consists of eight basic emotions: joy, trust,
surprise, anticipation, sadness, fear, anger and disgust.
However, he adopted a new approach, where emotions
can be mixed. He proposed that eight basic emotions
could be mixed into twenty four new emotions. However,
later Russel [11] proposed a new dimensional model,
where emotions can be mapped into a two-dimensional
space. The main idea of this model is demonstrated in
Figure 2. This model consists of two features. The
vertical line is arousal, which defines how sleepy or alert
the emotion is. The horizontal line is a valence which
defines if the emotion is negative or positive. The present
work proposes results of experiments of an AFER system
based on a fine-tuned Xception [32] architecture using
image preprocessing procedures.

Section 2 describes available facial expression
datasets, and datasets which are used in this work. Section
3 demonstrates the steps of preprocessing and data
augmentation operations . Sections 4 and 5 demonstrate
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Fig. 1: Experiments of Duchenne de Boulogne, described in [1].

the construction of the used Xception architecture and the
fine tuned hyperparameters of the optimizer. Section 6
demonstrates the results of training and validation steps.
Section 7 concludes present works and describes
perspectives and future work.

Fig. 2: Russel’s dimensional emotion model [14].

2 Facial Expression Datasets

There are many available datasets for FER. These datasets
can be divided into several categories and groups. First of
all, datasets can be divided into three groups: RGB and
GrayScaled (JAFFE [7], CK [16], CK+ [19],
Oulus-CASIA [22], etc. ), 3D (BU-3DFE [28]) and
Thermal (Oulus-CASIA [22]). RGB and GrayScaled
datasets are the most popular types, and they are widely
used in the last two decades. These types can consist of
posed or natural samples. Posed means that all samples
are collected in the laboratory, using special camera
position and distances for good images of facial emotions.

Normally, in posed datasets images have a good
illumination and resolution. Conversely, in the datasets
which consist of natural samples, faces can be of any
resolution, different illumination and at any angle relative
to the camera. Regularly, natural images are collected
from movies. Table 1 shows one list of datasets for FER,
with some details.

Fig. 3: Samples from CK+ dataset.

Present work is developed using Extended Cohn-Kanade
(CK+) [19] and Karolinska Directed Emotional Faces
(KDEF) [30] datasets. The first version of Cohn-Kanade
dataset was created by Kanade et al. [16]. Images for this
database were collected from 210 adults between the ages
eighteen and fifty years with different nationalities. Ten
years later, Kanade et al. created a new database, which is
named The Extended Cohn-Kanade dataset (CK+) [19].
The original distribution of posed facial expressions was
extended from 486 Facial Action Coding Systems (FACS)
sequences to 593 sequences, by adding another 113
sequences. Each sequence starts from neutral and goes to
one of the 6 emotions. We have used the first image of the
sequence for neutral emotion and the last four images for
each emotion.
The second dataset that is mostly used is KDEF [30] .
KDEF was created from seventy actors using five
different angles and with six basic and neutral facial
expressions. Originally, this dataset was proposed for
medical and psychological purposes. From this dataset
only frontal images were used. In total, 2,893 images with
frontal facial expressions are collected from the two
datasets. For normalizing training data, the present work
proposes preprocessing methods and augmentation
operations, which are described in Section 4.

3 The Training Process

The present work proposes preprocessing methods, which
improve the learning process. The first one is face
detection and alignment. Typically, for FER tasks, it is
desirable only to select the image of the face.
Nevertheless, the datasets contain of a lot unnecessary
information. For example, samples of CK+ dataset which
are showed in Figure 3, contain a large amount of
unnecessary information such as background, body, hair,
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Table 1: List of selected datasets of Facial Expressions (i - images, v - videos, s - sequences of images, b - basic emotions, n - neutal

emotion, GS - grayscale, NIR - Near Infra Red).

Name Year Samples Emotions Source Type

JAFFE [7] 1998 213 i 6 b + 1 n Posed GS

KDEF [30] 1998 4900 i 6 b + 1 n Posed RGB

CK [16] 2000 486 s 6 b + 1 n Posed RGB + GS

MMI [17] 2005 740 i, 2900 v 6 b + 1 n Posed RGB

Multi-PIE [31] 2010 755,370 i 5 b + 1 n Posed RGB

TFD [29] 2010 112,234 i 6 b + 1 n Posed GS

CK+ [19] 2010 593 s 6 b + 1 n Posed RGB + GS

Oulu-CASIA [22] 2011 2,880 s 6 b Posed RBG + NIR

SFEW [20] 2011 1,766 i 6 b + 1 n Movie RGB

AFEW [20] 2011 1,809 v 6 b + 1 n Movie RGB

FER-2013 [23] 2013 35,887 i 6 b + 1 n Posed + Web GS

EmotioNet [25] 2016 1,000,000 i 23 b Web RGB

BU-3DFE [28] 2016 2,500 i 6 b + 1 n Posed 3D

RAF-DB [26] 2017 1,608 i 6 b + 1 n Posed RGB

AffectNet [27] 2017 450,000 i 6 b + 1 n Web RGB

etc. To get only the face, we used Viola-Jones algorithm
[15] and cut the face from the original image. In the next
step our system normalizes the position of the face, using
Face Alignment [33]. This Face Alignment system gives
sixty eight landmarks of the face in a short time. Using
three reference landmarks, the face is transformed, as
shown in Figure 4. After this preprocessing method, all
faces are normalized, and have the same position. At the
end, the output image is grayscaled and resized into
256× 256 pixels. After normalizing, data augmentation
functions are called. Real-time data augmentation is used,
while training steps are going. However, only few

Fig. 4: Preprocessing steps used in this work. (a) - input image,

(b) - face detection and 68 landmarks, (c) - transformed face into

reference points, (d) - grayscaled output image.

operations are used for data augmentation. They are
mirroring, random zoom in the range +/- 10%, random
rotation in +/- 5 degrees and random brightness change in
the range +/- 20%.

Figure 5 demonstrates some examples after data
augmentation procedures. During training, we have called
the data augmentation function fifty times per epoch with
a batch size of thirty two. More details about training
parameters are in Section 5.

Fig. 5: Images after data augmentation procedures.

4 Using Deep Convolutional Neural

Networks and Hyperparameter tuning

The present work is based on the new Deep CNN model,
called Xception [32] which was proposed by Francois
Chollet. Xception was inspired by Inception V3 [34] and
it has the same number of training parameters. However,
Xception has a different construction. Inception modules
are changed to deep separated convolutions. As result,
Xception is more efficient than Inception V3 model.
Figure 6 illustrates Xception convolution module. More
information about this architecture can be found in [32].
Xception architecture consists of 20,861,480 parameters,
where 20,806,952 parameters are trainable. Additionally,
this model has thirty six conv-layers. These layers are
built-in into fourteen modules. Also, they have residual

c© 2019 NSP

Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


862 M. Kanatov et al.: Improved facial expression recognition with ...

connections [35], which are located around them.
However, the first and last modules do not have these
connections. We have used three different optimizers in
the present work. They are Adadelta [36], RMS Prop [37]
and Adam Optimizer [38]. Adadelta Optimizer is used
with initial learning rate 1.0, decay factor (rho) 0.95, and
fuzz factor (epsilon) 10−6. RMS Prop with initial learning
rate 0.001, decay factor(rho) 0.94. Epsilon is not used in
the present work. Adam Optimizer is used with initial
learning rate 0.001, beta one 0.9, beta two 0.999. Training
is done on two Nvidia Quadro M2000 GPUs and it is
repeated for each optimizer with 50 training epochs.

Fig. 6: Xception module with one spatial convolution per output

channel of the 1×1 convolution.

5 Experiments

Different experiments are performed in order to
determine the best preprocessing methods to use with
fine-tuned Xception architecture with the preprocessing
procedures. Results of experiments without preprocessing
procedures are also shown, as a reference. Details of
preprocessing are described in Section 3. For validation
of the training model, it uses the most popular ten-fold
validation protocol. Firstly, all data is shuffled, and after
that it is divided into ten groups. Each experiment was
repeated ten times, where eight groups of data are used
for training. The remaining two are used for validation
and testing. Results, which are presented in Section 4, are
the average values of ten iterations. The present work
shows results based on several datasets. The main dataset
is Extended Cohn-Kanade dataset [19]. Results of this
work are compared with other related works using this
dataset. However, JAFFEE [7] and KDEF [30] datasets
are used for further evaluation of Xception DeepNets.

6 Results

As described above, we have trained Xception DeepNets
model using JAFFE, KDEF and Extended Cohn-Kanade

Table 2: Averaged results after 10 fold testing on CK+

dataset using Xception model with and without preprocessing

procedures.

Model Optimizer Error Accuracy

Xception Adadelta 0.207 89.17 %

Xception RMS Prop 0.187 91.26 %

Xception Adam 0.152 91.88 %

Xception +

preprocessing
Adadelta 0.061 96.81 %

Xception +

preprocessing
RMS Prop 0.014 98.96 %

Xception +

preprocessing
Adam 0.062 97.73 %

datasets with three types of fine-tuned optimizers. The
Xception model is also trained without preprocessing on
Extended Cohn-Kanade dataset. Table 2 shows the
results, where proposed preprocessing procedures
improve performance by about seven percent. The best
result is achieved using RMS Prop Optimizer. This
Optimizer shows best results on JAFFE and KDEF1
datasets, where performances are 94.84 % and 96.72 %
respectively. Additionally, three datasets were mixed,
trained and tested in the present system with three
Optimizers. Figure 7 shows the progress of losses and
performance, during one of the ten training episods. All
three optimizers have similar results, with small
exclusions. Training and validation results have
approximately the same values. Only after 30 epochs
validation performances are stabilized and training test
results are going to small over-fitting (Figure 7). After
ten-fold iteration, accuracy of the trained model using
Adadelta Optimizer is 86.9 % with loss 0.459 on the test
set. The model trained by Adam Optimizer shows the
lowest result, 84.8 % accuracy and 0.614 of loss. The
leader of this experiment is RMS Prop Optimizer again.
The model trained using this Optimizer shows 88.3 % of
accuracy and 0.446 of loss. Table 3 illustrates comparison
with other latest related works.

Table 3: Comparison with related works.

Model Data Group Accuracy

AlexNet [40] LOSO 94.40 %

DSAE [41] LOSO 95.79 %

(N+M)-tuplet

clusters loss [42]
8 folds 97.10 %

Xception +

preprocessing
10 folds 98.96 %
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Fig. 7: One of the ten training steps, based on three mixed datasets.

7 Perspective

Xception is one of the most powerful deep network
models. We have a best result with accuracy 98.96% on
extended Cohn-Kanade Dataset. Xception with
preprocessing procedures, proposed in this work, and
fine-tuned optimizer shows good results. Xception is a
very deep model of convolutional neural networks.
Training can take a lot of time. However, as it was
described above, a properly configured and trained model
can cope with complex tasks such as FER. Also, the
present work proves the superiority of Deep CNN on
image recognition tasks. We plan to continue this work
using spontaneous facial expression dataset AffectNet
[27] and FER2013 [23].
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