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This paper proposes a time-varying particle swarm optimizer based on our earlier 
work which introduces a novel operator (leap operator). Two new parameters are 
recommended in leap operator to prevent premature convergence. With these two 
parameters, a new modification named LPSO is constructed. Since the values of the 2 
parameters are not easy to determine, in this paper, they are modified as time-varying 
ones. With the time-varying parameters, the modified particle swarm optimizer 
(TVLPSO) has good potential in finding better solutions. Compared with standard 
PSO and LPSO, benchmark tests are implemented. 
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1  Introduction 

Particle swarm optimization is a nature inspired optimization technique which was 
originally introduced in [1]. It was initially found working well in the field of linear 
function optimization. However, in later research, the standard PSO is shown to posses 
no ability to perform a fine grain search to improve the quality of solutions as the number 
of iterations is increased, although it may find the near optimal solution much faster than 
other evolutionary algorithms [3]. This is considered to be caused by premature 
convergence which only provides solutions of poor quality. So in our earlier work, a 
modified particle swarm optimizer (LPSO) with a novel operator (leap operator) is 
introduced to prevent premature convergence. 

 
In LPSO, 2 new parameters ρ and δ are introduced [2]. Although with empirically 
recommended values for them, LPSO successfully prevents premature convergence and 
improves the quality of solutions to some degree, however, further study on ρ and δ are 
still required. In this paper, a time-varying δ  is constructed alone with ρ. With this 
modification, the quality of solutions is further improved when it comes to the 
optimization of some benchmark test functions. The new modification is referred to as 
TVLPSO (Time-Varying Leap-PSO). 
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2 PSO and LPSO 
In the standard PSO method [12], the information of each particle  in the swarm is 
recorded by the following variables: (i) the current position , (ii) the current velocity 
, (iii) the individual best position , and (iv) the swarm best position . In each 
iteration, the positions and velocities are adjusted by the following equations: 

 
for j1,2,…d where d is the dimension number of the search space, for i 1,2,…n where 
 is the number of particles,  is the iteration number,  is the inertia weight, () and 
() are random numbers uniformly distributed in the range [0 1], 1 and 2 are 
accelerating factors.To control the flying step size of the particles,  is constrained in 
the range [_ ] where  is commonly set as 10%--20% of each search  

dimension size [10]. 
 
Fast convergence of standard PSO sometimes only provides a poor solution. Such 
inferior convergence is called premature convergence. To prevent premature 
convergence, a modification referred to as LPSO with a novel operator is proposed in [2]. 
The novel operator (leap operator) is based on two hypotheses: 
 
Hyp. 1. In the terminal iterations, if the global best position  is not updated for a 
number of consecutive iterations, the near optimal area is always almost located and the 
algorithm tends to be trapped in premature convergence. 
 
Hyp. 2. The worst-fitting particle has the least probability to reach the global optimal 
solution.  
 
When this operator works, a particle leaps from one position to another, that’s why we 
refer it as leap operator. The key mechanism of leap operator is presented by the 
following formulas: 

 
where  and  are thresholds. The first half of (2.3) determines in which period of a run 
process the leaps are performed and the second one determines the leap frequency.  is 
the current iteration number and  is a variable which records the number of consecutive 
iterations during which  is not updated. 
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In (2.4),  is the position of the particle selected to leap. In (2.5), a stochastic  is 
added to one of the dimensions of . The initial velocity is assigned with 0 which is 
presented by 

 
3 Modification with time-varying Parameters: TVLPSO 
 
In LPSO,  and  require priori knowledge to initialize. Firstly, such knowledge is not 
easy to access. Secondly, even though we have the knowledge, it’s still difficult to 
construct a universal model which deals with the relationship between the knowledge and 
the 2 parameters. So we try not to give the values directly, but we can make them vary 
during the algorithm’s run process. It provides more flexible parameter values, thus 
reducing the possible impact a bad parameter value may have on a run process.  
 
In [2], variation is added only in the terminal iterations to prevent premature 
convergence. However, in the early iterations, no variation exists. So here we add some 
variation in the early iterations to ensure a more widespread exploration. Such variation is 
adaptive to time. Specifically, the more iterations are implemented, the more variation 
should be added. This is based on hyp.1. So that a time-varying model is constructed: 
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4 Experimental results and statistical analysis 
 
In our experiments, four standard functions widely used in genetic and evolutionary 
algorithms’ tests [4–8] etc. for benchmark tests are selected. For each function, the 
dimension number is 30 and for each dimension I, xi  [-100,100]. Each function’s global 
optimal solution is 0. They are Sphere(De Jong F1) function, Rosenbrock function, 
Rastrigin function and Griewank function presented by (4.1), (4.2), (4.3) and (4.4) 
respectively 

 
 

 
 
5 Conclusion 
Based on our earlier work [2], an enhanced modified particle swarm optimizer with time-
varying parameters is introduced in this paper. Since PSO is sensitive to its parameter 
values, experiments are implemented to discuss the values for the new parameters. With 
benchmark tests, comparison is made with PSO and LPSO. The experimental results 
demonstrate that TVLPSO has good potential in finding better solutions. However, only 
numeric tests are implemented. Maybe in future work, more tests can be implemented on 
various problems. 
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