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Abstract: A Human Computer Interaction(HCI) between computers and human understands human language and improve a user
friendly interface. Gestures a non-verbal form of communication supplies the HCI interface. The aim of gesture recognition is to make
a system which can recognize specific-human gestures and employ them to convey information or for device control. Real-time vision-
based hand gesture recognition is attempting to be more and more suitable for HCI with the assistance of the latest advances in the
area of computer vision and pattern recognition. The gesture will able to reduce the use of most Prominent hardware devices which are
used to control the activities of the computer. In this paperwe introduces a mechanism for human computer interaction utilizing open
source OpenCV. The proposed algorithm consists of preprocessing, segmentation and feature extraction.In segmentation we are used
threshold BINARY-INV+threshold OTSU.Then make use of contours, convex hull and convexity defects to find the hand gesture.The
hand gesture images are captured by a camera. That is used as the input to the algorithm. The proposed algorithm is able to recognize
the number of fingers present in the hand gesture.
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1 Introduction

Hand gestures are routinely used in daily life and they are
natural, innovative for nonverbal communication.
Gestures are the actions that convey the meaningful
messages. It is more convenient and comfortable way of
communication.Number of systems provide techniques
for human computer interaction, most commonly used
input systems are mouse, keyboard, etc. From past three
decades, we are using the same techniques for
communicating with the computer system. In the early
years, there were numerous techniques used for gesture
recognition and tracking. For example, instrumented
gloves, optical markers, etc. These techniques have their
own advantages and drawbacks [1,10,11]. The
instrumented gloves contain a number of sensors in it,
which gives the information about hand location,
orientation and finger tips. They have high accuracy. But,
they are too expensive and they need a wired connection.
Optical markers work with infrared light, which is the
complex process. These systems require complex
configuration.This paper introduces a hand gesture
recognition system which uses only hand gestures to
communicate with the computer system [2,7,11,14]. This

algorithm divided into three parts: preprocessing,
segmentation and feature extraction. In feature extraction,
we will find moments of the gesture image, the centroid
of the image and Euclidean distance to find the finger
count. We make use of contours, convex hull and
convexity defects to find the hand gesture [1,2,13,15].
The paper is organized as follows: section2 cover related
works on hand gesture, section3 describes the
technologies used for the proposed method, section4
describes the implementation for the hand gesture,
section5 describe the experimental results, and section6
describes the application we can apply to it our proposed
method. Finally, in section7 we summarize the paper.

2 Related Work

Over the last little years, numeral of researches are
performed to hand gesture recognition for human
computer interaction using MATLAB and OpenCV.
Several performance comparisons are performed to
improve the technique. Here is the survey on a few
papers. In papers [4,6,7,12], for unobstructed
surroundings real time hand gesture appreciation is
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introduced in order to identify the hand gestures. In order
to make out the hand gestures in genuine time three
phases are introduced, they are real time hand tracking,
learning of gesture, via applying Hidden Markov models
identify the gesture [8,9,11]. In charge to follow the hand
in real time Kalman filter and furnish blob analysis is
used. The second phase is to educate the gestures and
preserve the record. The third phase is to recognize the
gesture, shape based on the American Sign Language In
paper [5], earlier to silent backgrounds, endless gestures
are acknowledged. In this paper four phases are
introduced to make out the endless gestures they are
Tracking real time in hand and extracting to locate the
unremitting hand and region of hand extraction. The
second phase is taking out of feature by means of Fourier
Descriptors. Third phase teaching the hand gestures with
a hidden Markov model. And the last phase is to know the
gesture. In paper [3], vision based hand gesture relations
are discussed. To trigger hand detection a precise sign is
required by means of tracking, afterwards based on the
movement and color cues hand is segmented. In paper
[6], for lively environments and real time hand, gratitude
algorithm is discussed to cooperate with robots. Bymeans
of a cascade of boosting classifiers the discussed
algorithm detects hand based going on hand positions
,velocitiesand static gestures [7,9].

3 Used Technologies

OpenCV (Open Source Computer Vision Library) is a
library which mainly focuses at real-time computer
vision. It is free for both academic and commercial use. It
has C++, C, Python and Java interfaces and supports
Windows, Linux, Mac OS, iOS and Android. OpenCV
was designed for computational efficiency and with a
strong focus on real-time applications. The library has
more than 2500 optimized algorithms, which includes a
comprehensive set of both classic and state-of-the-art
computer vision and machine learning algorithms. It
provides basic data structures for image processing with
efficient optimizations. [2]

4 Proposed Model Implementation

Following steps are involved in implementation of our
algorithm. This methodology needs good camera and fast
processor to execute it in real time.

4.1 Image Acquisition

Input Image is captured via camera. It grabs a frame from
live video and then use the specific image for the required
task.

Fig. 1: Flowchart for steps of hand gesture implementation

4.2 Hand Image Segmentation

In this part, hand segmentation is utilized to evolve the
hand image from the background. There are various
methods for segmentation. The significant step in
segmentation is processing and thresholding.
Segmentation divide an image into distinct regions
containing each pixel with similar attributes. To be
meaningful and useful for image analysis and
interpretation, the regions should strongly relate to
depicted objects or features of interest. In this algorithmic
program, the BGR image taken by a camera is taken into
account as input to the algorithmic program. The BGR
image is remodeled into grey-scale image.the grey-scale
image is blurred to urge the precise boundary. The blurred
image is threshold to the actual worth.

{

IF f (x,y) > t, f (x,y) = 0
ELSE f (x,y) = 255. (1)

We used threshold BINARY-INV+threshold OTSU.

4.3 Hand Detection Contours

Contours square measure the curves change of integrity all
the continual points on the boundary, having same color
or intensity. The contours square measure a great tool for
form analysis and object detection and recognition. The
contour is drawn on the boundary of the hand image that
is found once thresholding.

4.4 Convex Hull

The convex hull is the set of continuous points in the
Euclidean space that is connected to contours. Convex
hull is drawn around the contour. Contour points within
the convex hull. Convex hull works as an envelope around
the hand.
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Fig. 2: detected contour of the image

Fig. 3: detected convex hull

Fig. 4: Detected convex and defect points in the image.

4.5 Convexity Defects

When the convex hull is drawn round the contour of the
hand, it fits set of contour points of the hand within the
hull. It uses minimum points to make the hull incorporate
all contour points within or on the hull and maintain the
property of convexity. This causes the formation of defects
within the convex hull with relation to the contour drawn
to be had.

Fig. 5: Show input frame count zero and threshold image and
gray image

Fig. 6: Show input frame count one and threshold image and gray
image

Fig. 7: Show input frame count two and threshold image and gray
image

4.6 Finger Count

In this methodology, the amount of fingers gift within the
hand gesture is set by creating use of defect points gift
within the hand gesture.

5 Experimental Results

In real time by using web camera the input video is taken
and converted into frames than some of the steps are
carried out as shown in the figure 1 to count the number
of fingers. The experimental results are shown below.

6 Proposed Model Applications

1.Hand gesture controlled robot for physically
challenged.
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Fig. 8: Show input frame count three and threshold image and
gray image

Fig. 9: Show input frame count four and threshold image and
gray image

Fig. 10: Show input frame count five and threshold image and
gray image

2.Hand gesture controlled doors and vehicles.
3.Hand gesture controlled keyboard and mouse to

interact with computer.
4.Gesture controlled appliances like air conditioner.

7 Conclusion

This paper conferred a way to search out the amount of
fingers gift within the hand gesture. They are used in
numerous applications. The more analysis studies are
occurring concerning this subject to get the mandatory
demand.
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