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#### Abstract

In this study we extend the classification of partial differential equations to the further using the convolutions products. The purpose of this study is to compute the solutions of some explicit initial-boundary value problems for one-dimensional wave equation with variable coefficients by means of Laplace transform which in general has no solution.
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## 1. introduction

The topic of partial differential equations is very important subject yet there is no general method to solve all the PDEs. The behavior of the solutions very much depend essentially on the classification of PDEs therefore the problem of classification for partial differential equations is very natural and well known since the classification governs the sufficient number and the type of the conditions in order to determine whether the problem is well posed and has a unique solution.

It is also well known that some of second-order linear partial differential equations can be classified as Parabolic, Hyperbolic or Elliptic however if a PDE has coefficients which are not constant, it is rather a mixed type. In many applications of partial differential equations the coefficients are not constant in fact they are a function of two or more independent variables and possible dependent variables. Therefore the analysis to describe the solution may not be hold globally for equations with variable coefficients that we have for the equations having constant coefficients.

On the other side there are some very useful physical problems where its type can be changed. One of the best known
example is for the transonic flow, where the equation is in the form of
$\left(1-\frac{u^{2}}{c^{2}}\right) \phi_{x x}-\frac{2 u v}{c^{2}} \phi_{x y}+\left(1-\frac{v^{2}}{c^{2}}\right) \phi_{y y}+f(\phi)=0$ where $u$ and $v$ are the velocity components and $c$ is a constant, see [3].

Similarly, partial differential equations with variable coefficients are also used in finance, for example, the arbitragefree value $C$ of many derivatives
$\frac{\partial C}{\partial \tau}+s^{2} \frac{\sigma^{2}(s, \tau)}{2} \frac{\partial^{2} C}{\partial s^{2}}+b(s, \tau) \frac{\partial C}{\partial s}-r(s, \tau) C=0$
with three variable coefficients $\sigma(s, \tau), b(s, \tau)$ and $r(s, \tau)$. In fact this partial differential equation holds whenever $C$ is twice differentiable with respect to $s$ and once with respect to $\tau$, see [16].

However, in the literature there was no systematic way to generate a partial differential equations with variable coefficients by using the equations with constant coefficients, the most of the partial differential equations with variable coefficients depend on nature of particular problems.

Recently, in [5], A. Kılıcman and H. Eltayeb , introduced a new method producing a partial differential equation by using the PDEs with constant coefficients and classification of partial differential equations having polynomial

[^0]coefficients. Later the same authors extended this setting in [11] to the finite product of convolution of hyperbolic and elliptic PDEs where the authors considered the positive coefficients of polynomials.

In the literature, there are several important partial differential equations and which are in the form of:
$P(D) u=f(x, y)$
and in order to solve, one might have either of the following cases, see Kıliçman [14].

Question: Now if we multiply the differential operator with a function by using the convolution then arise a problem of the classification for the new equations. That is a new classification problem of the
$(Q(x, t) * * P(D)) u=f(x, t)$.
The purpose of this study is to compute the solutions of some explicit initial-boundary value problems for one-dimensional wave equation with variable coefficients by means of Laplace transform which in general has no solution.

Definition 1.Let $F_{1}(x, y)$ and $F_{2}(x, y)$ be integrable functions then the convolution of $F_{1}(x, y)$ and $F_{2}(x, y)$ defined as $\left(F_{1} * * F_{2}\right)(x, y)=$ $\int_{0}^{y} \int_{0}^{x} F_{1}(x-\zeta, y-\eta) F_{2}(\zeta, \eta) d \zeta d \eta a n d$ known double convolution respect to $x$ and $y$, see [17]. It can easily be extended to more general case as follows: If $F_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $F_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be integrable functions then the convolution of $F_{1}$ and $F_{2}$ exists and given by $\left(F_{1} * * * \ldots * F_{2}\right)\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ $\int_{0}^{x_{1}} \int_{0}^{x_{2}} \cdots \int_{0}^{x_{n}} F_{1}(X) F_{2}\left(\zeta_{1}, \zeta_{2}, . . \zeta_{n}\right) d \zeta$ where $X=$ $\left(x_{1}-\zeta_{1}, x_{2}-\zeta_{2}, \ldots, x_{n}-\zeta_{n}\right)$ and $d \zeta=d \zeta_{1} d \zeta_{2} \ldots d \zeta_{n}$, see [2].

The properties of the convolution were discussed in [13].
Now let us consider the general linear second order partial differential equation with non-constant coefficients in the form of
$a(x, y) u_{x x}+b(x, y) u_{x y}+c(x, y) u_{y y}$
$+d(x, y) u_{x}+e(x, y) u_{y}+f(x, y) u=0$
and almost linear equation in two variable
$a u_{x x}+b u_{x y}+c u_{y y}+F\left(x, y, u, u_{x}, u_{y}\right)=0$
where $a, b, c$, are polynomials and defined by
$a(x, y)=\sum_{\beta=1}^{n} \sum_{\alpha=1}^{m} a_{\alpha \beta} x^{\alpha} y^{\beta}$,
$b(x, y)=\sum_{\zeta=1}^{n} \sum_{\eta=1}^{m} b_{\zeta \eta} x^{\zeta} y^{\eta}$,
$c(x, y)=\sum_{l=1}^{n} \sum_{k=1}^{m} c_{k l} x^{k} y^{l}$
and $(a, b, c) \neq(0,0,0)$ where the expression $a u_{x x}+$ $2 b u_{x y}+c u_{y y}$ is called the principal part of Eq (2), since the principal part mainly determines the properties of solution. Throughout this paper we also use the following notations
$\left|a_{m n}\right|=\sum_{\beta=1}^{n} \sum_{\alpha=1}^{m}\left|a_{\alpha \beta}\right|,\left|b_{m n}\right|=\sum_{\zeta=1}^{n} \sum_{\eta=1}^{m}\left|b_{\zeta \eta}\right|$,
$\left|c_{m n}\right|=\sum_{l=1}^{n} \sum_{k=1}^{m}\left|c_{k l}\right|$.
Now in order to generate a new PDEs we convolute Eq (2) by a polynomial with single convolution as $p(x) *^{x}$ where $p(x)=\sum_{i=1}^{m} p_{i} x^{i}$ then Eq (2) becomes
$p(x) *^{x}\left[\begin{array}{c}a(x, y) u_{x x}+b(x, y) u_{x y} \\ +c(x, y) u_{y y}+F\left(x, y, u, u_{x}, u_{y}\right)\end{array}\right]=0$
where the symbol $*^{x}$ indicates single convolution with respect to $x$, and we shall classify Eq (3) instead of Eq (2) by considering and examining the function

$$
\begin{align*}
D(x, y)= & \left(p(x) *^{x} b(x, y)\right)^{2}-\left(p(x) *^{x} a(x, y)\right)  \tag{4}\\
& \left(p(x) *^{x} c(x, y)\right)
\end{align*}
$$

From Eq (4), one can see that if $D$ is positive then Eq (3) is called Hyperbolic, if $D$ is negative then $\mathrm{Eq}(3)$ is called Elliptic, otherwise it is parabolic.
First of all, we compute and examine the coefficients of principal part of Eq (3) as follow

$$
\begin{aligned}
A_{1}(x, y) & =p(x) *^{x} a(x, y) \\
& =\sum_{i=1}^{m} p_{i} x^{i} *^{x} \sum_{\beta=1}^{n} \sum_{\alpha=1}^{m} a_{\alpha \beta} x^{\alpha} y^{\beta}
\end{aligned}
$$

by using single convolution definition and integration by parts, thus we obtain the first coefficient of Eq (3) in the form of
$A_{1}\left(x, y=\sum_{\beta=1}^{n} \sum_{i=1}^{m} \sum_{\alpha=1}^{m} \frac{p_{i} a_{\alpha \beta} i!x^{\alpha+i+1} y^{\beta}}{((\alpha+1)((\alpha+2) \ldots(\alpha+i+1))}(5)\right.$
similarly, for the coefficients of the second part in Eq (3) we have
$B_{1}(x, y)=\sum_{j=1}^{n} \sum_{\zeta=1}^{m} \sum_{i=1}^{m} \frac{p_{i} b_{\zeta \eta} i!x^{\zeta+i+1} y^{\eta}}{((\zeta+1)((\zeta+2) \ldots(\zeta+i+1))}$ (6)
also the last coefficient of Eq (3) given by
$C_{1}(x, y)=\sum_{l=1}^{n} \sum_{k=1}^{m} \sum_{i=1}^{m} \frac{p_{i} c_{k l} i!x^{k+i+1} y^{l}}{((k+1)((k+2) \ldots(k+i+1))}(7)$
then one can easily set up
$D_{1}(x, y)=B_{1}^{2}(x, y)-A_{1}(x, y) C_{1}(x, y)$.
then there are several cases and the classification of partial differential equations with polynomials coefficients depend on very much the signs of the coefficients, see [5]. Similar analysis can be carried out with a single convolution $*^{y}$ as well as the double convolution.

## 2. An Application: Wave Equation

A number of problems in engineering give rise to the following well-known partial differential equations: wave equation, one dimensional heat flow, two dimensional heat flow, which in steady state becomes the two dimensional Laplace's equation, Poisson's equation, these equation arises in electrostatics and elasticity theory and transmission line equation.

For example, in a long electrical cable or a telephone wire both the current and voltage depend upon a position along the wire as well as the time. By using the basic laws of electrical circuit theory, the electrical current $i(x, t)$ satisfies the following PDE
$\frac{\partial^{2} i}{\partial x^{2}}=L C \frac{\partial^{2} i}{\partial t^{2}}+(R C+G L) \frac{\partial i}{\partial t}+R G i$.
where the constant $R, L, C$ and $G$ are the resistance, inductance, capacitance and leakage conductance respectively, and the distance measured along the length of the cable represented by $x$. The voltage also satisfies equation (9). Several special cases of (9) arise in particular situations, for example, for a submarine cable $G$ is negligible and frequencies are low so that inductive effects can also be neglected, thus one may place
$G=L=0$.
In this case the equation (9) becomes
$\frac{\partial^{2} i}{\partial x^{2}}=R C \frac{\partial i}{\partial t}$,
which is also known as submarine equation or telegraph equation, then we see that equation (10) satisfies the one dimensional heat equation. For high frequency alternating current, again with negligible leakage, then equation (9) can be approximated by
$\frac{\partial^{2} i}{\partial x^{2}}=L C \frac{\partial^{2} i}{\partial t^{2}}$,
which is called the high frequency line equation, also this equation satisfies the one dimensional wave equation. Another application of wave equation, wave propagation under moving load. For example, if we consider high frequency line equation of moving load in wave equation with a non-homogenous forcing term as follows
$\frac{\partial^{2} i}{\partial t^{2}}-\frac{\partial^{2} i}{\partial x^{2}}=H(x) \otimes H(t), t, x>0$,
where the symbol $\otimes$ represents tensor product and $H$ heaviside function, under the initial conditions

$$
\begin{align*}
i(0, t) & =\delta(t), \quad i(x, 0)=\delta(x) \\
i_{x}(0, t) & =\delta^{\prime}(t), i_{t}(x, 0)=\delta^{\prime}(x) \tag{13}
\end{align*}
$$

where we consider inductance and capacitance are equal unit, $\delta$ dirac delta. We solve this equation, by using DLT technique as follow:
$s^{2} I(s, p)-s I(p, 0)-\frac{\partial}{\partial t} I(p, 0)$
$-\left(p^{2} I(s, p)-p I(0, s)-\frac{\partial}{\partial x} I(0, s)\right)=\frac{1}{s p}$,
and single Laplace transform for initial data as
$I(0, s)=1, I(p, 0)=1, I_{t}(p, 0)=\operatorname{pand}_{x}(0, s)=s(14)$ we substitute equation (14) into equation (??) and we obtain
$I(p, s)=\frac{1}{s p\left(s^{2}-p^{2}\right)}$.
Now, on using double inverse Laplace transform for both sides of equation (15) we obtain the solution which is known as current in the form of
$i(x, t)=\frac{1}{2} t^{2}$.
Now, let us reconsider the equation (14), and multiply the left hand side of this equation by the polynomial $\Psi(x, t)$ by using the double convolution in order to have non-constant coefficients
$\Psi(x, t) * *\left[i_{t t}-i_{x x}\right]=f(x, t)$
under the same initial conditions. Now by taking double Laplace transform for the equation (16) and single Laplace transform for initial conditions then the solution of equation (16) given by

$$
\begin{align*}
i(x, t)= & L_{s}^{-1} L_{p}^{-1}  \tag{17}\\
& \times\left[\begin{array}{c}
\frac{s H_{1}(p)}{\left(s^{2}-p^{2}\right.}-\frac{p G_{1}(s)}{\left(s^{2}-p^{2}\right)}+\frac{p H_{1}(p)-H_{1}(0)}{\left(s^{2}-p^{2}\right)} \\
-\frac{s G_{1}(s)-G_{1}(0)}{\left(s^{2}-p^{2}\right)}+\frac{F(p, s)}{\left(s^{2}-p^{2}\right) \Psi(p, s)}
\end{array}\right]
\end{align*}
$$

provided that the inverse double Laplace transform exist. In [5] and [15] the authors consider the convolution terms are polynomials.

Since the Sumudu transform is a convenient tool for solving differential equations in the time domain, without the need for performing an inverse Sumudu transform, see [8], we apply this transform in the next section to solve the wave equation.

Example 1.Let us consider the non-homogenous wave equation in the form

$$
\begin{align*}
i_{t t}-i_{x x}= & \frac{1}{2} e^{x+t}-\frac{1}{2} \cos (x) e^{t}-\frac{1}{2} e^{x} \cos (t) \\
& +\frac{1}{2} \cos (x+t) \\
i(0, t)= & \delta(t), i_{t}(0, t)=\delta^{\prime}(t) \\
i(x, 0)= & \delta(x), i_{x}(x, 0)=\delta^{\prime}(x) . \tag{18}
\end{align*}
$$

We note that all the initial conditions have a singularity at $x=t=0,(t, x) \in R_{+}^{2}$. It is easy to see that the nonhomogenous term of the equation (18) can be written in the form of the double convolution as follows:
$\sin (x+t) * * e^{x+t}=\frac{1}{2} e^{x+t}-\frac{1}{2} \cos (x) e^{t}$
$-\frac{1}{2} e^{x} \cos (t)+\frac{1}{2} \cos (x+t)$.

If we now apply the double Sumudu transform with respect to $x$ for $i_{x x}$, we get the double Sumudu transform in the form
$S_{2}\left[i_{x x}(x, t) ;(u, v)\right]=\frac{1}{u^{2}} I(u, v)$
$-\frac{1}{u^{2}} I(0, v)-\frac{1}{u} \frac{\partial}{\partial x} I(0, v)$.
Similarly, the double Sumudu transform of $f_{t t}$ is given by
$S_{2}\left[i_{t t}(x, t) ;(u, v)\right]=\frac{1}{v^{2}} I(u, v)$
$-\frac{1}{v^{2}} I(u, 0)-\frac{1}{v} \frac{\partial}{\partial t} I(u, 0)$
and the single Sumudu transform for the initial conditions is given by
$I(0, v)=\frac{1}{v}, I(u, 0)=\frac{1}{u}, I_{x}(0, v)$
$=\frac{1}{v^{2}}$ and $I_{t}(u, 0)=\frac{1}{u^{2}}$,
where $u ; v$ are the transform variables for $x ; t$ respectively. On using equations (19), (20) and (21) and after some rearrangements, we obtain
$I(u, v)=\frac{u^{3} v^{3}(u+v)}{\left(u^{2}-v^{2}\right)\left(u^{2}+1\right)\left(v^{2}+1\right)(1-u)(1-v)}$
In order to obtain the inverse of equation (22), we use the following formula, see [13],

$$
\begin{aligned}
& S^{-1}(I(u, v)) \\
= & -\frac{1}{4 \pi^{2}} \int_{\gamma-i \infty}^{\gamma+i \infty} \int_{\gamma-i \infty}^{\gamma+i \infty} e^{(s+p) t} I\left(\frac{1}{p}, \frac{1}{s}\right) \frac{d s d p}{s p} \\
= & \sum \text { residues }\left[e^{(s+t) t} \frac{I\left(\frac{1}{p}, \frac{1}{s}\right)}{s p}\right] .
\end{aligned}
$$

We then obtain the symbolic solution of equation (18) as follows

$$
\begin{aligned}
i(x, t)= & \frac{1}{4} e^{x} \cos (t)-\frac{1}{4} e^{t} \cos (x)+\frac{1}{8} \sin (t-x) \\
& +\frac{1}{4} t \sin (x+t)+\frac{1}{4} \cos (x+t) \\
& +\frac{1}{4} e^{x+t}+\frac{1}{4} e^{x+t} t+\frac{1}{8} \sin (x+t) .
\end{aligned}
$$

We note that in the literature there is no systematic way to generate a partial differential equation with variable coefficients from the PDE with constant coefficients, however the most of the partial differential equations with variable coefficients depend on nature of particular problems, see [5] and [15].

Concluding Remarks: Now in order to make the classification of the new equation
$(Q(x, t) * * P(D)) u=f(x, t)$
then we might have some certain remarks.
(i)If the function $Q(x, t)$ is a polynomial.
(ii)If the function $Q(x, t)$ is non-polynomial function.

However if the function $Q(x, t)$ is a continuous then it is possible to approximate by a polynomial thus still is an open problem whether the classification is an invariant property by the convolution product. Further one can also look at the solution of the new equations and study the relationship between original equations and the recent one.
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