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Abstract: It is known to all that service-aware computing is an important part of pervasive computing for Web-based mobile ap-
plication with uncertainty. Because multi-source service-aware evidence information with uncertainty is dynamic and changing ran-
domly, in order to ensure the QoS of different mobile application fields based on Web, we modified the fusion method of evidence
information after considering context’s reliability, time-efficiency, and relativity, which has improved the classical fusion rule of D-S
(Dempster-Shafer) Evidence Theory when being used in the pervasive computing paradigm. We call it EDS. After extending the pro-
cess, we overcome the drawbacks of classical D-S Evidence Theory. All these suggested technologies have been successfully used in
our service-aware computing projects. We compare EDS with relative methods, such as Random Set Theory (RST), Bayesian Theory
(BT). By comparisons, the more validity of new service-aware computing approach based on EDS has been tested successfully. The
efficiency of our researches has been shown by our many application practices.
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1. Introduction

As we know, service-aware computing is an important part
of pervasive computing for Web-based mobile application
with uncertainty [1]. The model of this service is disparate
from traditional human-computer interaction paradigm. In
the pervasive mobile application environment, the com-
puter remembers information of past, recognize informa-
tion of the present, and predicate the future [2]. It reasons
human’s intention through analysis of all the information
collected based on its accumulated context of database or
knowledge base. Then it serves Web-based mobile appli-
cation [3, 4].

The content of service-aware information is changed
with user’s task or activity in pervasive computing mode,
which means the presence of uncertainty [5, 6]. Owing
to the dynamic change of service context stands out, the
complexity of uncertainty is obvious. As we know, the
service-aware information is very important because for
the same input, different information may be different an-
notation. Service-aware computing method is helpful to re-
alize Web-based pervasive mobile application, especially,

the individuation of service, reasoning and making deci-
sion in time.

The requirement to service-aware computing runs
through each layer from lower system to upper applica-
tion [7, 8]. In our opinion, the main target of service-aware
computing approach should include as follows.

1) Awaring and fusing of service context information
with uncertainty. In order to exchange the service con-
text information among different modules, system, envi-
ronment, the model of service-aware computing must be
set up, including the expression of service context, fusing
method of service context information with uncertainty,
and reasoning of uncertainty [9, 10]. The method of ex-
pression and fusing for service context information must
be general, such as probability, D-S Evidence Theory,
which can permit the same service context information to
be understood by different process module or agent. Ow-
ing to the noise of sensing data, the probability and statistic
character of service context information with uncertainty,
the reasoning capability should be used frequently. If the
service context information is for reasoning, we call it ev-
idence according to what Dempster-Shafer said. Paul Cas-
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tro studied reasoning of context’s parameters and relative
state based on Bayesian network and classical Dempster-
Shafer Evidence Theory [11, 12]. But Bayesian network
is too slow and classical Dempster-Shafer Evidence The-
ory has ignored the reliability, time-efficiency, relativity of
service context information with uncertainty.

2) Using of service context information with uncer-
tainty. Many problems about using of service context in-
formation with uncertainty are very important. It is how
to query and store the service-aware information, how to
schedule the service context information and actively sup-
ply the service in the presence of uncertainty for Web-
based pervasive mobile applications, and so on.

Among the two aspects mentioned above, we focus on
the first aspect to be studied, namely, mainly study com-
puting approach of dynamic multi-source evidence with
uncertainty based on service-aware computing theory for
pervasive mobile application.

We believe that the advantage of the Dempster-Shafer
Evidence Theory over previous approaches (such as Ran-
dom Sets Theory, Bayesian Probability Theory, and so on)
is its ability to model the narrowing of the hypothesis set
with the accumulation of evidence, a process that charac-
terizes diagnostic reasoning in medicine and expert rea-
soning in general [13,14]. An expert uses evidence that,
instead of bearing on a single hypothesis in the original hy-
pothesis set, often bears on a larger subset of this set. The
functions and combining rule of the Dempster-Shafer the-
ory are well suited to represent this type of evidence and its
aggregation. But when it is used in the service-aware com-
puting for pervasive mobile application, the drawbacks of
Dempster-Shafer theory are existed, because the classi-
cal Dempster-Shafer theory was not considered the reli-
ability, time-efficiency and relativity of service contexts.
Therefore we propose a kind of new service-aware com-
puting approach in this paper, which is based on classi-
cal Dempster–Shafer Evidence Theory [15, 16]. In other
words, we will extend the classical Dempster–Shafer Evi-
dence Theory.

The rest of this paper will be organized as follows.
Firstly, we discuss related works and basic Dempster–
Shafer Evidence Theory. Then we present service-
aware computing approach considering reliability, time-
efficiency, and relativity of service context. At the same
time, we propose an integrated service-aware computing
approach. Later we discuss validation test of the approach
and comparisons with other relative methods by our mo-
bile application project, which is involved in fusion of
dynamic multi-source evidences with uncertainty based
on service-aware computing. Finally, we give conclusions
and future works.

2. RELATED WORKS

Random Sets Theory (RST) [17] is one theory of applied
mathematicians, which can be used to induce distributed

decision making dynamically and do service-aware com-
puting with uncertainty for Web-based pervasive mobile
application. Using the notion of the Janossy density [18],
we can define the joint probability density of two random
finite sets X and Y, and the conditional probability den-
sity such as P (X|Y ) and P (Y |X). Suppose X is a finite
random set modeling the unknown number of objects to
be estimated and Y is an observation with respect to X
given as another finite random set. If the Janossy density
is jointly defined for the two random sets, X and Y, then
we can apply Bayes’ rule as

P (X|Y ) = P (Y |X)P (X)/P (Y ) (1)

Which gives us the formal ”answer” to the multi-object
estimation problem that is defined by the object model
P (X) and the observation modelP (Y |X). Assuming that,
for the moment, ”objects” are all static, a typical model
X for objects is a Poisson point process with an inten-
sity measure G on the state space E. In order to define a
multi-sensor problem, let us consider N observations that
are given as finite random sets, Y1, Y2, .., YN , in measure-
ment spaces, E1, E2, .., EN , each having σ-finite measure
µk. We assume conditional independence of observations
as

P ((Yk)
N
k=1|X) =

N∏
i=1

P (Yk|X) (2)

Then the problem can be defined completely when
we specify each measurement model P (Yk|X). A typ-
ical model, assuming (i) object-wise independent detec-
tion, (ii) object-wise measurement mechanism, (iii) inde-
pendent Poisson point process modeling false alarms, can
be written as

P (Yk|X) = e−vk
∑

a∈A(X,Yk)

(
∏

x∈Dom(a)

pm((a(x)|x)

pD(x)) • (
∏

x/∈X\Dom(a)

(1− pD(x)))

•(
∏

y/∈Im(a)

rk(y)) (3)

as a conditional Janossy density, where pm(y|x)is the den-
sity of the object-state-to-measurement transition proba-
bility, pD(x) is the probability of an object at state x. Being
detected (included) in the observation Yk, Rk is the den-
sity of the intensity measure of the Poisson point process
modeling false alarms in Yk with vk =

∫
Ek
rk(y)µk(dy),

and A(X,Yk) is the set of all the one-to-one functions a
defined on a subset Dom(a) of X taking values in Yk.
Then, for any integer k’, there is a collection E, which
is called data-to-data association hypotheses, of tracks,
each of which is a subset of the tagged cumulative data

sets,
k′∪

k=1

Yk × {k}, such that we have

P (X|(Yk)k
′

k=1) =
∑

λ∈Λk′

(p′(λ)) •
∑

a∈A′(λ,X)

(
∏

τ∈Dom(a)

c⃝ 2012 NSP
Natural Sciences Publishing Cor.

Re
tra

cte
d



Appl. Math. Inf. Sci. 6, No. 1, 9-21 (2012) / www.naturalspublishing.com/amis/ 11

p′(a(τ)|τ)) • (e−v′
k′

∏
x∈X\Im(X)

r′k′(x)) (4)

Where p′(λ) is the probability of each hypothesis λ
such that

∑
λ∈Λ(λ) = p′(x|τ) is the density of the prob-

ability distribution of an object at x, E conditioned by all
the measurements specified by track τ , r′k′ is the density of
the intensity measure of the objects that are not detected in
any of Yk such that k, k′, with v′k′ =

∫
E
rk′(x)µ(dx) , and

A′(λ,X) is the collection of all the one-to-one function a
defined on λ taking values in X.

Without any approximation (truncation), the cardinal-
ity of the collection I of all the finite sets in E, i.e., the
system state space, can be expressed as (By n = w(A),
we mean that the cardinality of set A is n)

w(I) =
∞∑

n=0

(w(E)n)

n!
= exp(w(E)) (5)

When repeated elements are not ignored but the orders
in sequences are ignored, thereby considering quotient
spaces of the direct-product spaceEn induced by permuta-
tions of elements. On the other hand, when the object state
space E is finite, then we have I = 2E that is the power
set of E, and hence, we have w(I) = 2w(E). In any case,
when we use a large enough upper bound n’ on the number
of objects, the cardinality of the state space becomes close
to either ew(E) or 2w(E), depending on how the repeated
elements are interpreted.

In many cases less than 600 for w(E) may not enough
number to realistically represent any practical problem.
With w(E) > 600, either ew(E) or 2w(E) becomes a very
big number. We do not think any computer can handle
such a large state space in the foreseeable future. In sense,
the direct numerical calculation approach in effect replaces
the curse of hypotheses explosion in formula (2.4) by the
curse of dimensional explosion. A solution to this problem
of dimensional explosion was proposed in [19], in which,
for each (hypothesized) number n of objects, the density
functions p′n1, p

′
n2, , p

′
nn of n a posteriori probability dis-

tributions on the object state space E, together with the a
posteriori probability on the number of objects, q′1, q

′
2, , q

′
n,

approximate the a posteriori Jonassy density function for-
mula (2.4) as

P (X|(Yk)k
′

k=1) = q′w(x) •
∑

a∈A(X)

∏
x∈X

p′w(x)a(x)(x) (6)

Where A(X) is the set of all the one-to-one functions
defined on set X in E taking values in the set {1, ..., w(X)}
of integers. For each (hypothesized) number n of objects,
the joint probability of the states of n objects is approx-
imated by n independent probability distributions in for-
mula (2.6). In other words, for each n, all the associated
hypotheses are ”combined” and cross-correlation among
n objects are ignored, i.e., for a given n, a non-Gaussian
extension of the algorithm, known as Joint Probabilistic
Data Association (JPDA) is used. The cross-correlation
among objects is, however, a direct reflection of data as-
sociation uncertainty. Hence, the reduction of complexity

is obtained by ignoring one of essential consequences of
data association uncertainty, which may make this gener-
alized JPDA approximation formula (2.6) share the same
set of drawbacks of the JPDA.

Nonetheless, this direct numerical calculation ap-
proach appears very attractive since it is very easy to gen-
eralize observation models. Formula (2.4) is an applica-
tion model assuming no merged measurement and no split
measurement, as reflected in a one-to-one function a in for-
mula (2.4). For example, we can modify formula (2.4) to
accommodate merged measurement as

P{Y |{x1, x2, ..., xn}} = pC(x1, x2) •
∑
y∈Y

pCM

(Y |(x1, x2))pCD(x1, x2)pFA(Y \{y})
+(1− pC(x1, x2)) •

∑
a∈A({1,2},Y )

(
∏

i∈Im(a)

pm(y|x)

pD(x)) • (
∏

i/∈Im(a)

(1− pD(x)) • pFA(Y \Im(a))) (7)

Where pC(x1, x2) and pCD(x1, x2) are the probabil-
ity of two objects at x1 and x2 being merged and that
of the merged measurement being included in the data
set Y, resp.,pCM (•|•)is the density of joint-where-state-
to-measurement transition probability, and pFA(•) is the
Janossy density of the random set of false alarms. The
object-wise detection probability pD and the density of
the state-to-measurement transition probability pm are the
same as those in the previous section.

Another interesting variation of the sensor model (2.3)
may be a pre-detection tracking model, such as

P (Y |X) = P ((y(j)j∈J)|X) =
∏
j∈J

1√
2πσ(j)

× exp(−1

2
(

y(j)−
∑
x∈X

S(j|X)

σ(j)
)2) (8)

which is a conditional probability density of an obser-
vation Y = (y(j))j∈J as a collection of intensity val-
ues integrated within each quantized two or three dimen-
sional cells, conditioned by the collection of objects mod-
eled by a random finite set X. In formula (2.8), S(j|x) =
s(x)

∫
j
O(η− h(x))dη is the integrated contribution of an

object at x within a cell, where s(x) is the signal strength
part of the object state x, h(x) is the projection of the ob-
ject state onto a focal plane or measurement space,ϕ(•)
is an appropriate point- spread function, and σ(j) is the
standard deviation of the integrated noise in cell J , as-
suming cell-wise independent noises. To the best of our
knowledge, however, there is not yet any clear single effec-
tive method for solving the problem expressed by formula
(2.8).

By this approach, we are generating aggregate statis-
tics for a group of objects in service-aware computing.
Such objects may remain in a single statistical cluster
for an extended period of time, because they behave as
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a group. This naturally leads to another important class of
problems, i.e., tracking groups of objects [20], rather than
individual objects. In the past thirty years, numerous al-
gorithms have been proposed but, to our knowledge, there
has not been any model that is mathematically rigorously
defined.

In addition, the Bayesian evidential reasoning tech-
nique is strongly founded upon the framework of Bayesian
(probability) Theory (BT) [21]. It also can be used to
induce distributed decision making dynamically and do
service-aware computing with uncertainty for Web-based
pervasive mobile application. Bayesian reasoning assumes
that the pieces of evidence Ei to be aggregated are statis-
tically independent. This assumption may not be true in
cases where causal or contextual relationships exist, how-
ever for the purposes of fusing multiple neural forecasters,
we will assume that the evidence sources are ”indepen-
dent” with respect to the errors they make.

Bayesian theory uses an ”Odds-Likelihood Ratio” for-
mulation of Bayes’ rule to aggregate the evidence from
multiple sources. The a priori odds O(H) of a given class
Hypothesis H (e.g., upward trend, downward trend) is re-
lated to it’s a priori probability P (H) by the following re-
lations: O(H)=P(H)

P (H̄) P (H)=
O(H)

1+O(H)

The likelihood of the evidence Ei, given that the hy-
pothesis H is true, is: L(Ei|H) = P (Ei|H)

P (Ei|H̄)

The class probabilities for each hypothesis may be es-
timated from training data, and the outputs divided by
these probabilities to produce scaled likelihood, where the
scaling factor is the reciprocal of the unconditional in-
put probability. The formula for updating the a posteriori
odds of a hypothesis H, given the evidence Ei observed is:
O(H—E1, E2, ..., En) = O(H)

∏n
i=1 L(Ei|H)

And, the ”belief” or a posterior probability for
a hypothesis is simply: P(H—E1, E2, ..., En) =
O(H|E1,E2,...,En)

1+O(H|E1,E2,...,En)

The final prediction is chosen to be that hypothesis H
having the greatest probability given the accumulated evi-
dence.

3. BASIC DEMPSTER–SHAFER
EVIDENCE THEORY

The drawbacks of pure probabilistic methods and of the
certainty factor model have led us in recent years to con-
sider alternate approaches. Particularly appealing is the
mathematical theory of evidence developed by Arthur
Dempster. We are convinced it merits careful study and
interpretation in the context of expert systems. This theory
was first set forth by Dempster in the 1960s and subse-
quently extended by Glenn Sharer [10].

It is known to all that Glenn Shafer gives a talk ex-
positing Dempster’s work on upper and lower probabil-
ities. Basic Dempster-Shafer Evidence Theory is one of
the results of the ensuing effort. It offers a reinterpretation

of Dempster’s work, a reinterpretation that identifies his
”lower probabilities” as epistemic probabilities or degrees
of belief, takes the rule for combining such degrees of be-
lief as fundamental, and abandons the idea that they arise
as lower bounds over classes of Bayesian probabilities.
During the past several years, the Dempster-Shafer Evi-
dence Theory has attracted considerable attention within
the AI community and other research domains as a promis-
ing method of dealing with uncertainty.

The Dempster-Shafer theory uses a number in the
range [0, 1] to indicate belief in a hypothesis given a piece
of evidence. This number is the degree to which the evi-
dence supports the hypothesis. Recall that evidence against
a hypothesis is regarded as evidence for the negation of the
hypothesis.

The impact of each distinct piece of evidence on the
subsets of Θ is represented by a function called a basic
probability assignment (bpa). A bpa is a generalization of
the traditional probability density function; the latter as-
signs a number in the range [0, 1] to every singleton of Θ
such that the numbers sum to 1. Using 2Θ, the enlarged
domain of all subsets of Θ , a bpa denoted m assigns a
number in [0, 1] to every subset of Θ such that the num-
bers sum to 1.

The quantity m(A) is a measure of that portion of the
total belief committed exactly to A, where A is an element
of 2Θ and the total belief is 1.

This portion of belief cannot be further subdivided
among the subsets of A and does not include portions of
belief committed to subsets of A. Since belief in a sub-
set certainly entails belief in subsets containing that subset
it would be useful define a function that computes a to-
tal amount of belief in A. This quantity would include not
only belief committed exactly to A but belief committed to
all subsets of A. Such a function, called a belief function.

The quantity m(Θ) is a measure of that portion of the
total belief that remains unassigned after commitment of
belief to various proper subsets of Θ. For example, evi-
dence favoring a single subset A need not say anything
about belief in the other subsets. If m(A) = s and m
assigns no belief to other subsets of Θ , then m(Θ) =
1 − s. Thus the remaining belief assigned to Θ and not
to the negation of the hypothesis (equivalent to c, the set-
theoretic complement of A), as would be required in the
Bayesian model.

4. SERVICE-AWARE COMPUTING
APPROACH CONSIDERING
RELIABILITY

There is a belief degree function mass to process the com-
bination computing according to the classical Dempster
-Shafer Evidence Theory [22], which is more free than
traditional Probability Theory, that is m(Θ) may not be
1, if X ⊆ Y , m(X) may not be less than m(Y ), mean-
while , m(X) and m(X ′) may not have a certain amount

c⃝ 2012 NSP
Natural Sciences Publishing Cor.

Re
tra

cte
d



Appl. Math. Inf. Sci. 6, No. 1, 9-21 (2012) / www.naturalspublishing.com/amis/ 13

relationship. Because the sensed multi-source data as dy-
namic evidence service-aware information is with noise
and uncertainty, the application in fact requires high re-
liability, we must consider context reliability factor dur-
ing fusion of them, which means if the classic Dempster-
Shafer Evidence Theory is used as fusion method and rea-
soning theory, we must modify it, which we call it ex-
tended Dempster-Shafer Evidence Theory (EDS).
Lemma 1 Suppose Θ is frame of recognition, U is a set of
individual object space of given information system S,ϕ is
a empty set, a random function Bel: 2U → [0, 1] is belief
function if only if:

(i) Bel(ϕ) = 0
(ii) Bel(Θ) = 1
(iii) If ∀X1, X2, ..., Xn ⊂ Θ(n is a certain integer )

then

Bel(
n∪

i=1

Xi) ≥
n∑

i=1

Bel(Xi)

−
∑
i<j

Bel(Xi ∩Xj) + ...

+(−1)n+1Bel(
n∩

i=1

Xi) =
∑

I⊂{1,2,...,n}

(−1)|I|+1

Bel(
∩
i<I

Xi) (9)

The proof of this lemma can be found in the reference
[22]. According to this lemma, we can decide whether or
not a certain function is belief function which was defined
by Dempster-Shafer and can compute the belief degree
Bel.
Definition 1: Suppose the function mass is m(•) of a cer-
tain evidence, we can define the exchange form Ê of this
evidence E , where Θ is defined above, Ai is focus ele-
ment (m(Ai) > 0, i is the number of focus number which
meets the condition )

m̂(Ai) = δm(Ai), Ai ̸= Θ (10)

m̂(Θ) = δm(Θ) + (1− δ) (11)

where δ ∈ [0, 1] is context reliability factor after assess-
ment according to specified case,

∑
m̂(Ai) ≤ 1,m̂ is basic

probability assignment , then E is called the original evi-
dence, and ,Ê is mapped evidence of E.

If δ = 1, E and Ê is approximate, and is regarded as
full efficient evidence, thenm = m̂. If δ = 0, it is regarded
invalid evidence, then m̂(Θ) = 1, it is not clear totally.
Lemma 2 Suppose m1(•), m2(•) are two basic probabil-
ity assignment functions in the Space U.s, t is the focus
element set , respectively. Suppose

∑
s∩t=Φ

m1(s)m2(t) <

1,then the following defined function m:2U → [0, 1] also
is basic probability function

m(X) = { 0 , X = Φ

∑
s∩t=X

m1(s)m2(t)

(1−
∑

s∩t=Φ

m1(s)m2(t))
, X ̸= Φ(12)

The proof of this lemma also can be found in the above
reference. According this lemma, we can deduce a new fu-
sion method considering reliability of service-aware infor-
mation with uncertainty.

When not considering the time-efficiency, if the mass
m1, m2 of two evidences (service-aware information) are
mapped to m̂1, m̂2 , and their reliability factor is δ1,δ2,
respectively, then the computing approach m̂:

m̂1⊕̂m̂2(A) = c−1
∑

A=Ai∩Aj

m̂1(Ai) ∗ m̂2(Aj)

= c−1
∑

A=Ai∩Aj ;Ai,Aj ̸=Θ

δ1m1(Ai) ∗ δ2m2(Aj)

+c−1
∑

A=Ai ̸=Θ;Aj=Θ

δ1m1(Ai)[δ2m2(θ) + (1− δ2)]

+c−1
∑

Ai=Θ;A=Aj ̸=Θ

δ2m2(Aj)[δ1m1(θ) + (1− δ1)],

A ̸= θ (13)

m̂1⊕̂m̂2(θ) =
1

c
[δ1m1(θ)+(1−δ1)][δ2m2(θ)+(1−δ2)](14)

where normalized factor is

c = 1−
∑

Ai∩Aj=Φ

m̂1(Ai)m̂2(Aj)

=
∑

Ai∩Aj ̸=Φ

m̂1(Ai)m̂2(Aj)

In formulas (4.5) and (4.6), if δ1δ2 ̸= 1, then m̂1, m̂2 is no
confliction.

The fusion computing approach of n evidences consid-
ering context reliability is as follows.

In the same condition, if the mass
m1(•),m2(•), ...,mn(•) of n evidences (service-
aware information) is mapped to m̂1, m̂2, ..., m̂n, and
their reliability factor isδ1, δ2, ..., δn, then the computing
approach m̂ is

m̂(A) = c−1
∑

∩Ai=A

∏
1≤i≤n m̂i(Ai)

= c−1
∑

∩Ai=A

∏
1≤i+j≤n;i ̸=j,1≤i≤n;0≤j≤n

{δimi(Ai)[δjmj(θ) + (1− δj)]}, A ̸= θ (15)

m̂(Θ) = c−1
∏

1≤i≤n

{δimi(Θ) + (1− δi)} (16)

where c = 1 −
∑

∩Ai=Φ

∏
1≤i≤n

m̂i(Ai) =∑
∩Ai ̸=Φ

∏
1≤i≤n

m̂i(Ai)

In formulas (4.7) and (4.8), if c ̸= 0, then the sum
result m is also a probability assignment function, if c =
0, then no the sum result m, we call m1,m2, ...,mn is
conflicted each other. According to the formulas (4.1) and
(4.2), if only one i can lead to δi = 1, then m̂1, m̂2, ..., m̂n

is not conflicted absolutely.
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5. SERVICE-AWARE COMPUTING
APPROACH CONSIDERING
TIME-EFFICIENCY

Fusion computing approach considering time-efficiency of
evidence is the continuous improvement of computing ap-
proach considering reliability of evidence.

When the multi-source evidence information with un-
certainty is dynamic, although it is reliable, the continuous
changes in many aspects of the interested object often lead
to the change of its time-efficiency. If the classic combi-
nation rule of D-S Evidence Theory directly is used, we
often get the conflicted result /conclusion which are not
consistent with the intuition. After the analysis, we be-
lieve that time-efficiency of service context is necessary
to be considered. Although some researchers [23,24] have
found this case and solved it using some technologies to
special interested objects, such as adding a certain assis-
tant rule, intelligent technology, timely weight, other rel-
ative theories. But the process methods are mainly based
on the time-interval or special time point of service con-
text information and the time difference of multi-source
evidence information when multiple sensors which sup-
ply their sensed data and give the decision are indepen-
dent, that is to say, the time coordinate of dynamic object
needs to be tuned consistence, because of different time-
stamp, the belief degree of the service context informa-
tion is possibly different. In many cases, the change of
the time-difference of multi-source evidence information
is arbitrary. Currently, there is no better method to solve
this problem [25, 26]. In our opinion, if the change dis-
cipline is expressed with a time-function, then the change
case of belief degree can be grasped, and in the theory, we
can modify the computing approach as following which is
general.
Definition 2: Suppose the function mass is m(•) of a cer-
tain evidence E at the time-point t0, then we can define
the exchange form of the function mass as: m̂(Ai, t) =
ξ(t− t0)m(Ai), Ai ̸= Θ

m̂(Θ, t) = ξ(t− t0)m(Θ) + [1− ξ(t− t0)] (17)

Where (t−t0) = δf(t−t0),δ is reliability factor, f(t−
t0) is function of time-efficiency which is supplied by the
expert of the special field of the interested object and can
be tuned after being assessed. The form of this function
of time-efficiency is various and changeable, in different
field, the description may be different, such as subsection
function, trigonometric function, and so on. An example
of trigonometric function is: f(t-t0) = |Sin(t− t0)|

And an example of subsection function is: f(t-t0) =
{ ( t− t0)/(t1 − t0), t0 ≤ t ≤ t1
1, t1 ≤ t ≤ t2
(t3 − t)/(t3 − t2), t2 ≤ t ≤ t3

Where t0 ∼ t3 is time point each, and the
value of them may be determined by a certain condi-
tion or restriction rule. The time-efficiency factor ξ ∈
[0, 1],

∑
m̂(Ai, t) = 1,m̂ is basic probability assignment

funsion, C is time-efficiency belief function of m. If t =
t0, when ξ = 1, the evidence of focus is the whole ef-
ficiency evidence, and m = m̂ is right. When ξ = 0,
the evidence of focus is invalid evidence, we can get
m̂(Θ, t) = 1, which means the case is unknown totally,
in another word, the belief degree is uncertain absolutely.

Suppose the function mass m1(•),m2(•) are basic
probability function of two evidences in the Space U, the
function mass m̂1, m̂2 are basic probability function of
two evidences at the time point t1, t2, then after consid-
ering the time-efficiency of evidence, the computing ap-
proach is in the following at the current time point t:

m̂1⊕̂m̂2(A, t) = c−1
∑

A=Ai∩Aj

m̂1(Ai, t) ∗ m̂2(Aj , t)

= c−1(t)
∑

A=Ai∩Aj ;Ai,Aj ̸=Θ

ζ(t− t1)m1(Ai)

∗ζ(t− t2)m2(Aj) + c−1(t)
∑

A=Ai ̸=Θ,Aj=Θ

ξ(t− t1)

m1(Ai){ξ(t− t2)m2(Θ) + [1− ξ(t− t2)]}
+c−1(t)

∑
Ai=Θ,A=Aj ̸=Θ

ξ(t− t2)m2(Aj){ξ(t− t1)m1(Θ) + [1− ξ(t− t1)]},
A ̸= Θ (18)

m̂1⊕̂m̂2(θ) = c−1(t){ζ(t− t1)m1(θ)

+[1− ζ(t− t1)]} ∗ {ζ(t− t2)m2(θ) + [1− ζ(t− t2)]}

where

c(t) = 1−
∑

Ai∩Aj=Φ

m̂1(Ai, t) ∗ m̂2(Aj , t)

=
∑

Ai∩Aj ̸=Φ

m̂1(Ai, t) ∗ m̂2(Aj , t)

Meanwhile, if c(t) ̸= 0, then the sum result function m is
also a basic probability function. If c(t) = 0, then there is
no sum result m, then m1 is conflicted with m2.

Similarly, in the formula mentioned above, if there is
at most one t between t1, t2, then m̂1, m̂2 is not conflicted
absolutely, that is compatible partly.

The fusion computing approach of n evidences consid-
ering context’s reliability is like this.

Suppose the function mass m1(•),m2(•), ...,mn(•)
are basic probability function of n evidences in the Space
U at the time point t1, t2, ..., tn , and the mapped time-
efficiency function is m̂1, m̂2, ..., m̂n, respectively, then
the fusion method m̂ at the time point t is as follows:

m̂(A, t) = c−1(t)
∑

∩Ai=A

∏
1≤i≤n

m̂i(Ai, t),

A ̸= θ = c−1(t)
∑

∩Ai=A

∏
1≤i+j≤n;i ̸=j,1≤i≤n;0≤j≤n

{ζ(t− ti)mi(Ai) ∗ {ζ(t− tj)mj(θ)

+[1− ζ(t− tj)]}} (19)
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m̂(θ, t) = c−1(t)
∏

1≤i≤n

{ζ(t−ti)mi(θ)+[1−ζ(t−ti)]}(20)

where
c(t)=1-

∑
∩Ai=Φ

∏
1≤i≤n m̂i(Ai, t) =∑

∩Ai ̸=Φ

∏
1≤i≤n m̂i(Ai, t)

Similarly, if c(t) ̸= 0, then the sum result m is also
a probability function , if c(t) = 0, then there is no sum
result function m, we call thatm1,m2, ...,mn is conflicted
each other., namely, the each evidence is conflicted each
other.

6. SERVICE-AWARE COMPUTING
APPROACH CONSIDERING
RELATIVITY

Fusion computing approach considering relativity of evi-
dence is also the continuous improvement of fusion com-
puting approach considering time-efficiency of evidence.
Because there is a restriction condition that the evidence
must be independent when the classical D-S Evidence
Theory is used. But in many cases of applications, the rel-
ativity between evidences is existed absolutely [27, 28].
From the relativity degree, we can classify it into two
cases: relativity partly, relativity totally. If we have not pro-
cessed this relativity, whether it is partly or absolutely, be-
fore using this evidence, the result of fusion is not true or
reasonable, which reduce the QoS. In order to solve this
problem, we use the energy function to measure the rela-
tivity degree between evidence information, and by getting
rid of relativity, we can translate relativity evidence into in-
dependent evidence and then fuse them. In order to make
the step of getting rid of relativity stand out, we exchange
the time-stamp that is used for tuning the time-efficiency.

Because the influence of evidence information is de-
cided by the focus elements, the relativity of evidence in-
formation is measured according to the focus elements
from the same information source. We can define the en-
ergy of evidence information as follows:
Definition 3: The energy function ψ(E) of an evidence E
can be defined

ψ(E) =

n(E)∑
i=1

m(Ai)/|Ai|, Ai ̸= Θ (21)

where Ai is the set of focus elements, |Ai| is the radix
of Ai, n(E) is the number of elements and their set of
power, m(Ai) = m̂(Ai, t)/ξ(t − t0), Ai ̸= Θ,m(Θ) =
(m̂(Θ, t) − [1 − ξ(t − t0)])/ξ(t − t0), ξ(t − t0) ̸=
0, m̂(Ai, t), m̂(Θ, t), ξ(t− t0) is defined above.

If the function mass m1(•),m2(•) are basic proba-
bility function of two evidences E1, E2, Their focus el-
ement is Ai, Bj , respectively, obviously, some focus el-
ements of E1 and E2 may be relative, and the relativ-
ity degree is decided partly by the number of focus el-
ement and its basic probability assignment. For exam-
ple, E1 = {A,B,AB}, |Ai| = 2, n(E1) = 3.E2 =

{B,C,D,BC}, |Ai| = 3, n(E1) = 4.E1 ∩ E2 =
{B}, E1 ∪ E2 = {A,B,C,D,AB,BC}, |Ai| = 4. So
we define the relative degree as follows:
Definition 4: The coefficient of relativity µ12 which is
E1 to E2 and The coefficient of relativity µ21 which is
E2 to E1 is defined µ12 = 1/2φ(E1, E2)ψ(E2)/ψ(E1)
µ21 = 1/2φ(E1, E2)ψ(E1)/ψ(E2) where φ(E1, E2) is
the relativity degree of evidence E1 and E2 which can be
computed as φ(E1, E2) = 2ψ(E1, E2)/(ψ(E2)+ψ(E1))

Suppose the function mass m1(•), m2(•) are basic
probability functions of two evidences E1,E2 in the Space
U, {Ai} and {Bj} are the set of focus elements ,then the
computing approach considering Context Relativity is as
follows

m̂(A) =
∑

Ai∩Bi=A

m′
1(Ai)m

′
2(Bj), A ̸= Φ,

Θm̂(Φ) = 0

m̂(Θ) = (
∑

Ai∩Bj=Θ

m′
1(Ai)m

′
2(Bj)) + η (22)

where

m′
1(Ai) = {m 1 (Ai)(1− µ12), Ai ̸= Θ

1-
∑

Ai⊂Θ

m′
1(Ai),

Ai = Θ

m′
2(Bj) = {m 2 (Bj)(1− µ21), Bj ̸= Θ

1−
∑

Bj⊂Θ

m′
2(Bj),

Bj = Θη =
∑

Ai∩Bj=Φ

m′
1(Ai)m

′
2(Bj)

The fusion computing approach of n evidences consid-
ering context reliability is in the following.

Similarly, Suppose the function mass
m1(•),m2(•), ...,mn(•) are basic probability func-
tion of n evidences in the Space U , the mapped function
is m̂1, m̂2, ..., m̂n, respectively, then the fusion method m̂
is

m̂(Φ) = 0

m̂(A) = c−1
∑

∩Ai=A

∏
1≤i≤n

m′
i(Ai), A ̸= Φ

m̂(Θ) = (
∑

∩Ai=Φ

∏
1≤i≤n

m′
i(Ai)) + η (23)

where

m′
i(Ai) = {mi(Ai)(1− µi(n−i)), Ai ̸= Θ,

1−
∑

Ai⊂Θ

mi(Ai), Ai = Θ

η =
∑

∩Ai=Φ

∏
1≤i≤n

m′
i(Ai)
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c = 1−
∑

∩Ai=Φ

∏
1≤i≤n

m′
i(Ai) =

∑
∩Ai ̸=Φ

∏
1≤i≤n

m′
i(Ai)

From the mentioned above or analyzing the essence of
fusion method, we can summarize the difference between
fusion method of evidence information considering con-
text relativity and classic combination rule based on the
D-S Evidence Theory.

In fact, formulas (6.2) and (6.3) firstly convert the rel-
ative evidences into independent evidences. Then fuse the
converted evidences. But the fusion rule based on the clas-
sical D-S Evidence Theory does not consider the relativity
of these evidences, or exclude the evidences with relativ-
ity. Our method improves the quality of fusion of evidence
information. At the same time, it extends the adapted range
of the classical D-S method.

In our method, we put the part of conflict of evidence
information into the set Θ, because we can not the conflict
detail of evidence information, we let it distribute all el-
ements not in several focus elements, which means that
the uncertainty is smoothed. This kind of improvement
can make the fusion be done effectively both in the case
of evidence information with reliability and in the case of
evidence information with conflict highly in the dynamic
complexity case, but the correctness rate is higher.

7. INTEGRATED SERVICE-AWARE
COMPUTING APPROACH

As we know, in the most general situation, a given piece
of evidence supports many of the subsets of Θ, each to
varying degrees. The simplest situation is that in which the
evidence supports only one subset to a certain degree and
the remaining belief is assigned to Θ.

During the application, firstly, the relativity degree
φ(·) among evidences should be checked, if it is greater
than the special relativity threshold ε, the formula (6.2)
should be adopted. Then the time-efficiency ξ among evi-
dences should be checked, if ξ(t1−t0) ̸= ξ(t2−t0) is cor-
rect, the formulas (5.2) and (5.3) should be adopted. And
then the reliability among evidences should be checked,
if δi ̸= 1 is right, the formulas (4.5) and (4.6) should be
adopted. Otherwise, the classical D-S method will be used.

Now, we propose an implementation of integrated
service-aware computing approach based on considering
evidence’s reliability, time-efficiency, and relativity men-
tioned by section 5, section 6, and section 7 as follows:

(1) If relativity degree φ(·) > relativity threshold ε
then Call formula (6.2)

(2)Else if ξ(t1 − t0) ̸= ξ(t2 − t0) then Call formula
(5.2) and formula (5.3)

(3)Else if δi ̸= 1 then Call formula (4.5) and formula
(4.6)

(4) Else classical D-S method as follows:

m̂1⊕̂m̂2(A) = c−1
∑

A=Ai∩Aj

m̂1(Ai) ∗ m̂2(Aj)

c = 1−
∑

Ai∩Aj=Φ

m̂1(Ai)m̂2(Aj)

=
∑

Ai∩Aj ̸=Φ

m̂1(Ai)m̂2(Aj)

From now on, we call the integrated service-aware
computing approach as Extended D-S method, in brief,
EDS.

8. TEST AND COMPARISON

Because our improved computing approach is based on the
combination rule of classical D-S Evidence Theory that its
correctness has been proved [29, 30], it is unnecessary to
give their proofs from the mathematic analysis, but we give
the evaluation and experimental results.

In order to test Web-based mobile application, such as
mobile learning, mobile meeting, and so on, smart space
can be selected as a test bed. It is a work environment with
embedded computers, information appliances, and multi-
modal sensors allowing people to perform tasks efficiently
by offering unprecedented levels of access to information
and assistance from computers [31]. Smart Meeting Room
[32] is just such a Smart Space deployed in a meeting
room. We augment an ordinary meeting room with wall-
sized displays, sensors, cameras and the associated com-
putation and perception modules so as to allow the user to
complete Web-based mobile application.

As software part of Smart Meeting Room, Agents
[33,34], such as facilitator agent, facial-voice identifi-
cation agent, motion-tracking agent, speech recognition
agent, virtual mouse agent, etc, have been used in order
to support the function of Web-based pervasive mobile ap-
plication. When external service or information is required
by a given agent, the agent submits a high-level expres-
sion describing the needs and attributes of the request to a
specialized facilitator agent. The facilitator agent will fuse
relative information and make decisions in the presence
of uncertainty about which agents are available and ca-
pable of handling sub-parts of the request, and will man-
age all agent interactions required to handle the complex
query. Such distributed agent architecture [35] allows the
construction of systems that are more flexible and adapt-
able than distributed object frameworks. Individual agents
can be dynamically added to the community, extending the
functionality that the agent community can provide as a
whole. The agent system is also able to adapt to available
resources in a way that hard-coded distributed objects sys-
tems can’t.

The computing approach of dynamic multi-source ev-
idence information with uncertainty based on service-
aware computing approach mentioned above has been
used in the development of Smart Meeting Room and all
these developed technologies have been successfully in-
tegrated [36,37]. In the Smart Meeting Room, we have
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designed and developed multiple computing agents men-
tioned above: the face recognition agent which can rec-
ognize the person’s identity to login the system, such as
teachers, the virtual mouse agent which can track per-
son’s movement, especially, the hand’s movement (There
are two cameras to do these work, one is loaded on the
top of media board, another is loaded above the plat-
form. When the person look forwards the media board, the
hand’s movement in the space can be detected and recog-
nized, this result can drive the cursor on the media board,
which can help the person complete all functions of tradi-
tional mouse without any assistant additive device, so we
call it virtual mouse), the voice recognition agent which
can recognize the person’s voice and send the communi-
cation message to target agent, so adding or modifying
the voice command conveniently, the media agent which
encapsulates the software system [38,39]. Now we select
three scenes of these to demonstrate in the prototype sys-
tem.

8.1. Scenario I: Test for reliability

Suppose determining a person’s identity by fusing the
service-aware from two information sources, face recog-
nition agent and voice recognition agent, and then track
the activities of the person. If reliability factor of the voice
recognition agent δ1 = 0.8, reliability factor of the face
recognition agentδ2 = 1. According to the gathered the
voice, the decision result of identity made by the voice
recognition agent is as m1({S,Z}) = 0.85, which means
the belief degree of S or Z of the person’s identity deter-
mined by voice recognition agent is 85%. But according
to the collected image information by camera, the deci-
sion result of the person’s identity by the face recognition
agent is m2({S}) = 0.95, which means the belief degree
of S of the person’s identity is 90%. Based on the hypoth-
esis, the fusion agent of evidence information compute the
belief degree about the person’s identity, based on the for-
mula (4.5) and (4.6), and the process of computing and the
results are as follows:

m̂1({S,Z}) = δ1m1({S,Z}) = 0.8 ∗ 0.85 = 0.68,

m̂1(Θ) = 1− m̂1({S,Z}) = 1− 0.68 = 0.32,

m̂2({S}) = δ2m2({S}) = 1 ∗ 0.95 = 0.95,

m̂2(Θ) = 1− m̂2({S}) = 1− 0.95 = 0.05.

Table 1 computing of belief degree of evidence information

m̂2({S} = 0.95 m̂2(Θ) = 0.05
m̂1({S,Z}) = 0.68 {S}0.646 {S,Z}0.034
m̂1(Θ) = 0.32 {S}0.304 Θ0.016

In table 8.1, the mass for decision of the person’s iden-
tity and the multiplication of intersection set have been
given, each item is from multiplying by the intersection
item. When the mass is known, according to the formula
(4.5) and (4.6), we can get them together as follows:
m̂3({S}) = m̂1⊕̂m̂2({S}) = 0.646+0.304 = 0.95 be-
lief degree of the person is S
m̂3({S,Z}) = m̂1⊕̂m̂2({S,Z}) = 0.034 belief degree
of the person is S or Z
m3(Θ) = m̂1⊕̂m̂2(Θ) = 0.016 belief degree of the per-
son is uncertain

Where m̂3({S}) expresses the belief degree of the per-
son’s identity is S. Because there is addition belief degree
in the m̂3({S,Z}) and m3(Θ) , which means the addition
information about S or Z, both for S or Z, the addition be-
lief degree is 0.034 + 0.016=0.05, we can determine that
belief degree of S is 0.95, so the belief degree region of
S is [0.95, 1], that is to say, the belief of S about the per-
son’s identity is more than 95%. Based on this computing
result and a decision rule of threshold, we can decide the
person’s identity is S.

The computing result is consistent of our experiences
and no conflict, so we can believe the efficiency of im-
provement considering reliability of service-aware infor-
mation.

8.2. Scenario II:Test for time-efficiency

Based on the scene I, we consider the continuously dy-
namic changing scene. For example, we want to determine
a person’s identity and his activities or action in the chang-
ing Scenario by fusing the service-aware from the face
identification agent and voice recognition agent. In this
scene, maybe there are many persons and the face charac-
ter and voice of some of them may be similar, at the same
time, the speed cases of voice are different in the different
time: some speak fast, but some speak slowly to different
persons, and speak fast some time, but speak slowly some
time to the same person. That is to say, time-difference
is existed always, so we must consider the time-efficiency
when fusing the evidence information/service-aware infor-
mation.

Suppose the time-efficiency function f(t − t0) in the
formula is |Cos(t− t0)|, then the belief degree of the per-
son’s identity computed by formula (5.2) for evidence in-
formation done by the fusion agent is

When t = t0, m̂1⊕̂m̂2(S, t) = 0.95. When
t = t0 + π/6, m̂1⊕̂m̂2(S, t) = 0.792,When t =
t0 + π/4, m̂1⊕̂m̂2(S, t) = 0.687. When t = t0 +
π/3, m̂1⊕̂m̂2(S, t) = 0.473.

According to the belief region computed by the fu-
sion agent, after tuning the time-efficiency function, the
belief degree of S for the person’s identity is reflected
truly, which can overcome the error decision to the per-
son’s identity form the time-difference. By modifying, the
conclusion is consistent with our experiences of the Smart
Meeting Room, so the process is correct.
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8.3. Scenario III:Test for relativity

In the Smart Meeting Room, besides the service-aware
information of face and voice, there are many kinds of
service-aware information, such as emotion, gesture, po-
sition, direction, state, we collect these context-aware in-
formation mainly from the camera fixed in the corner of
Meeting Room, In order to process in time, we design and
develop a additional detection agent which can gather the
relative information dynamically, such as face’s emotion,
gesture, direction, position, and so on. Now, we reason
the person’s activity state according to supposed service-
aware information with uncertainty.

Suppose A mentioned above of evidence E1 expresses
informal talk of the person, B of evidence E1 expresses
formal speech of the person. B of evidence E2 expresses
formal speech of the person, C expresses that the person
is using the virtual mouse, and D expresses the body lan-
guage of the person. Obviously, there is certain relativity
between the two service-aware, so the computed result ac-
cording to the formula (6.2) by the fusion agent is as fol-
lows.

If the context decision form dynamic timely detection
& recognition agent is that m1(A) = 0.25,m1(B) =
0.55,m2(B) = 0.55,m2(C) = 0.45,m2(D) =
0.1.E1 ∩ E2 = {B}. Then according to formula (6.3),
the fusion agent can compute the result of µ12 and µ21

ψ(E1) = (0.25 + 0.55)/2 = 0.40,
ψ(E2) = (0.55 + 0.45 + 0.1)/3 = 0.37,
ψ(E1, E2) = 0.55/4 = 0.1375,
φ(E1, E2) = 2 ∗ 0.1375/(0.4 + 0.37) = 0.357,
µ12 = 0.357 ∗ 0.37/0.40/2 = 0.165,
µ21 = 0.357 ∗ 0.40/0.37/2 = 0.193.

And the fusion result is m(A) = 0.073,m(B) =
0.487,m(C) = 0.428,m(D) = 0.006,m(Θ) = 0.006.

According the decision rule of threshold, the agent can
give a conclusion that the person is making speech by us-
ing the virtual mouse.

8.4. Comparison with other relative methods

Here we give the comparisons with other relative meth-
ods [16, 17] in the same experimental examples. Firstly,
we compare our Extended D-S method with classical D-S
method. Then we compare it with RST and BT.

With the increase of evidences, the mean error ratio
of Extended D-S method with classical D-S method will
decrease. EDS is from 0.245% to 0.086%. Classical D-S
method is from 0.287% to 0.122%. But under the same
number of evidences, the mean error ratio is much lower
than that of classical D-S method. The comparison result
can be shown in Figure.8.1.

From the comparison curve in Figure8.1, we can see
that the change trends and error ratio between Extended D-
S method and classical D-S method. Why? Because when

Figure 1 Comparison result of EDS and DS

Extended D-S method is adopted, it has considered the re-
liability, time-efficiency and relativity of service context of
mobile applications. But classical D-S method is ignored
these parameters.

With the increase of checked objects, the mean error
ratio of EDS, RST and BT will decrease. EDS is from
0.156% to 0.048%. RST is from 0.201% to 0.063%. BT is
from 0.252% to 0.119%. Our result is shown their change
trends and error ratio. Based on comparison, the advantage
of EDS is apparent.

Figure 2 Comparison result of RST, EDS and BT

From the comparisons in Figure8.2, we can see that
EDS is the most efficient, but Bayesian (probability) The-
ory (BT) is worst. The reason is that Bayesian (probabil-
ity) Theory method is only depended on basic probabil-
ity assignment set by the user, so it has drawbacks about
other impact factors, such as, reliability, time-efficiency
and relativity. Therefore it is larger than EDS and RST.
RST method is also ignored the reliability, relativity of ser-
vice context of mobile application. At the same time, RST
is used more space and time than EDS when it do com-
puting process. By comparisons, as we know, the more va-
lidity of new service-aware computing approach based on
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EDS with uncertainty information has been tested success-
fully.

9. DISCUSSIONS

As we know, many researchers [41, 42] have recognized
that service-aware process with uncertainty must be con-
sidered in pervasive mobile applications. Service-aware
computing approach mentioned about is an important
method of pervasive computing for Web-based mobile ap-
plication with uncertainty. But many methods for service-
aware computing have their shortcomings, such as first-
order probabilistic logic, Bayesian Network, classical D-S
Evidence Theory [43, 44]. The following research exam-
ples are about the introduction of their shortcomings [45].

Mori [20] studied the shortcoming of context-aware
computing with uncertainty based on probability model
with Bayesian network. Mahler [17] studied the shortcom-
ing of Random Set theory in information with uncertainty.
Paul Castro [21] studied reasoning of context parameters
and relative state based on Bayesian network, the short-
coming of Bayesian network is slow. Saha [19] studied the
shortcoming of classical Dempster-Shafer Evidence The-
ory in service-aware process with multi-sensor track fu-
sion.

In D-S Evidence Theory, there is a belief degree func-
tion mass to process the combination computing, which
is more freedom than traditional Probability Theory, that
is m(Θ) may not be 1, if X ⊆ Y , m(X) may not be
less than m(Y ), meanwhile , m(X) and m(X ′) may not
have a certain amount relationship. But the sensed multi-
source data as dynamic evidence service-aware informa-
tion is with noise and uncertainty, the application in fact
requires high reliability, we must consider context reliabil-
ity factor during service-aware computing, it means if the
classical D-S Evidence Theory is used as service-aware
computing method and reasoning theory, we must modify
it.

10. CONCLUSIONS AND FUTURE
WORKS

In order to support Web-based pervasive mobile applica-
tion with uncertainty based on pervasive computing, in this
paper, we have discussed a kind of service-aware comput-
ing approach. Our approach called EDS. It is considered
the reliability, time-efficiency and relativity of service con-
text. It is based on combination rule suggested by classical
D-S Evidence Theory, but we have improved it and give
the new fusion computing approach.

We have selected ”Smart Meeting Room” as our test
bed and set up a prototype system which is supported by
NSFC, ”863” High-tech Plan, The Ministry of Education,
China. We have selected the scenes of prototype system

to do application practices and testing of the modified ap-
proach. Three scenes have demonstrated them in the pro-
totype system. The results have shown their correctness,
so they have overcome the shortcomings of classical D-S
computing approach.

In order to compare with other relative methods, we
have reexamined the theory of Random Set and Bayesian
Theory. At the same time, we argued the drawbacks of
these approaches. Based on the comparisons, the validity
of our new service-aware computing approach for perva-
sive Web-based mobile application with uncertainty has
been tested successfully. In fact, our approach is general,
so it can be used in many domains.

Of course, although we have verified our approach
in our prototype system and made correct results on our
projects, some work must be continuously going on, such
as how to determine the reliability factor, how to select
better time-efficiency function and how to decide the rela-
tivity factor, etc. These are several significant works to be
done.

References

[1] M. Weiser. The computer for the twenty-first century. Scien-
tific American, 1991, 265(3), 94-104.

[2] M Satyanarayanan. Pervasive Computing: Vision and Chal-
lenges. IEEE Personal Communications, 2001, 8(8), 10-17.

[3] P. Ciancarini. Coordinating Multi-Agent Applications on the
WWW: A Reference Architecture. IEEE Trans. on Software
Engineering, 2002, 24(5), 363-375.

[4] Y.C. Shi, W.K. Xie. The Smart Classroom: Merging Tech-
nologies for Seamless Tele-Education, IEEE Pervasive
Computing Magazine, 2003, 2 (2), 25-33.

[5] B. L Danny, O. Mitsuru. Seven Good Reasons for Mobile
Agents, Communications of the ACM, 2001, 42(3), 86-89.

[6] K. David, S. G. Robert. Mobile Agents and the Future of
the Internet, ACM Operating Systems Review, 2002, 33(3),
7-13.

[7] K. Takasugi. Adaptive System for Service Continuity in
a Mobile Environment, IEEE APCC, Tokyo, Japan, 2001,
1(9), 75-83.

[8] D. Milojicic. Mobile agent applications. IEEE Concur-
rency, 2002, 7(3), 80-90.

[9] S. Simon. A Model for Software Configuration in Ubiqui-
tous computing Environments, in proceedings of Pervasive
(Springer-LNCS 2414), Zrich, 2002, 1(7), 181-194.

[10] Y.H. Kang. Data Fusion Theory and Application. Xi’an
Electrical Technology University Press, 1998.

[11] R.C. Harney. Practical Issues: Multi-sensors Target Recog-
nition. SPIE, Sensor Fusion, 1990, 1306.

[12] L.Y. Xu, H. Zhao. Application of Neural Fusion to Accident
Forecast in Hydropower station, in proceedings of The Sec-
ond International Conference on Information Fusion, Vol 2,
1999.

[13] Q. D. Du, H. Zhao. D-S Evidence Theory Applied to Fault
Diagnosis of Generator Based on Embedded Sensors, Pro-
ceedings of The Third International Conference on Informa-
tion Fusion, Vol 1, 2000.

c⃝ 2012 NSP
Natural Sciences Publishing Cor.

Re
tra

cte
d



20 De-gan Zhang, Xiao-dan Zhang: A New Service-Aware Computing Approach fo ...

[14] Z. X. Tan. Usual Process of Information Fusion and Ap-
plication in Fault Diagnosis. Detection Technology, 1995,
(3):15-17.

[15] D. G. Zhang, Zhao H. Random Set Theory Applied to Elec-
tric Fault Fusion Forecast in Monitoring System of Hy-
dropower Plant [C]. The 4th information fusion international
conference, Montreal, 2006, 8:ThC1-11.

[16] Fisher J. Fast JPDA multi-target tracking algorithm [J].
Appl. Opt.28 (Jan.1999):371-375.

[17] R. Mahler. Random Sets as a Foundation for General Data
Fusion. Proc. the Sixth Joint Service Data Fusion Sympo-
sium, Laurel, 2007, pp. 357-394.

[18] Reid D B. An Algorithm for Tracking Multiple Targets [J].
IEEE Transaction on Automatic Control, 2007, AC-24(6):
843-854.

[19] Saha F T, Chang T C. An efficient algorithm for multi-sensor
track fusion [J]. IEEE Trans. Aero-space Electron. Systems,
2007, 34(1): 200-210.

[20] S. Mori, C.-Y. Chong and R.P.Wishner. Tracking and Classi-
fying Multiple Targets without A Priori Identification. IEEE
Transaction on Automatic Control, Vol. AC-31, No. 5, 1998,
pp. 401-409.

[21] Paul C, Richard M. Managing context data for smart spaces
[J]. IEEE Personal Communications, 2006, 10:44-46

[22] D.G. Zhang, G. Y. Xu, Y.C. Shi. Extended Method Of Evi-
dence Theory For Pervasive Computing [J]. Chinese Journal
of Computer, July, 2004 (in Chinese).

[23] L.Y. Xu, H. Zhao. Application of Fuzzy Fusion to Accident
Forecast in Hydropower station, Proceedings of The Sec-
ond International Conference on Information Fusion, Vol 2,
2002.

[24] C. Morefield. Application of 0-1 Integer Programming to
Multi-target Tracking Problems, IEEE Transaction on Au-
tomatic Control, Vol. AC-22, June, 1997, 302- 312.

[25] I. R. Goodman, R. P. S. Mahler, and H. T. Nguyen, Mathe-
matics of Data Fusion, Kluwer, 1997.

[26] S. Musick, K. Kastella, and R. Mahler. A Practical Imple-
mentation of Joint Multi-target Probabilities. SPIE Proceed-
ings, Vol. 3374, pp. 26-37, 2005.

[27] J. P Donald. Inferring High-Level Behavior from Low-Level
Sensors. Ubicomp2007.

[28] P. T. Wang. Solving logistics transportation based on genetic
simulated annealing algorithm. Journal of information and
Computational Science, 2008, 4(2):559-568.

[29] X. B. Wen. Multi-scale Unsupervised Segmentation of
SAR Imagery Using Genetic Algorithm. Sensors, 2008,
8(3):1704-1711.

[30] Y. Q. Wang. ’Cardiac Motion Estimation from Tagged MRI
Using 3D-HARP and NURBS Volumetric Model. ACCV
2007, Japan, Tokyo University, LNCS, 2007, 4843(1): 512-
521.

[31] D. G. Zhang. Web-Based Seamless Migration for Task-
oriented Nomadic Service. International Journal of Distance
E-Learning Technology (JDET), 2006, 4 (3):108-115.

[32] M. Coen. ’The future of human-computer interaction or how
I learned to stop worrying and love my intelligent room’,
IEEE Intelligent Systems, 1999, Vol. 4, March /April: 8-19.

[33] D.G. Zhang, Y.C. Shi, G. Y. Xu. A Kind of Smart Space for
Remote Interactive Access Based on Pervasive Computing.
The 2nd International Conference on Web-based Learning.
Springer-Verlag, LNCS, Sydney, Australia, 2003, 8, 110-
117.

[34] R.C. Harney. Practical Issues: Multi-sensors Target Recog-
nition. SPIE, Sensor Fusion, 1990, 1306.

[35] D.G. Zhang, Y.C. Shi, G. Y. Xu. A kind of context-aware
approach based on fuzzy-neural for Web-based mobile ap-
plication of pervasive computing. The 2nd IEEE Inter-
national Conference on Embedded Software and Systems
(ESS2005), Springer-Verlag, LNCS, Xi’an China, 2005, 12:
90-102.

[36] S. Mahavir. Neural network fault classification of transient
data in an automotive engine air path. International Jour-
nal of Modeling, Identification and Control, 2008, 3(2):148-
155.

[37] C. T. Julio. Non-linear system modeling via online cluster-
ing and fuzzy support vector machines. International Jour-
nal of Modeling, Identification and Control, 2008, 4(2):101-
111.

[38] D.G. Zhang, Y.C. Shi, G. Y. Xu. Working by Seamless
Migration—A Kind of Mobile Working Paradigm, in Pro-
ceedings of the 3th IEEE International Conference on Web-
based Working, Springer-Verlag, LNCS, Beijing, China,
2004,8 (1): 156-167.

[39] D.G. Zhang, Y.C. Shi, G. Y. Xu. Context-aware Comput-
ing during Seamless Transfer Based on Random Set Theory
for Active Space, in Proceedings of the 2004 IEEE Inter-
national Conference on Embedded and Ubiquitous Comput-
ing, Springer-Verlag, LNCS, Aizu, Japan, 2004, 8(2): 178-
187.

[40] D.G. Zhang. A kind of new decision fusion method based
on sensor evidence for active application, Journal of infor-
mation and Computational Science, 2008, 5 (1): 171-178.

[41] C. Limongelli, F. Sciarrone. Adaptive Learning with the LS-
Plan System: A Field Evaluation. IEEE TRANSACTIONS
ON LEARNING TECHNOLOGIES, 2009, 2(3):203-215.

[42] A. Khelifi, H. Hamam. Developing an Initial Open-Source
Platform for the Higher Education Sector-A Case Study: Al-
hosn University. IEEE TRANSACTIONS ON LEARNING
TECHNOLOGIES, 2009, 2(3):239-248.

[43] A. Segev, E.Toch. Context-Based Matching and Ranking
of Web Services for Composition. IEEE TRANSACTIONS
ON SERVICES COMPUTING, VOL. 2, NO. 3, JULY-
SEPTEMBER 2009, 210-212.

[44] D. J. Rosenkrantz, S.S. Ravi. Resilience Metrics for Service-
Oriented Networks: A Service Allocation Approach. IEEE
TRANSACTIONS ON SERVICES COMPUTING, VOL. 2,
NO. 3, JULY-SEPTEMBER 2009, 183-196.

[45] X. Z. Liu, G. H. and H. Mei. Discovering Homogeneous
Web Service Community in the User-Centric Web Environ-
ment. IEEE TRANSACTIONS ON SERVICES COMPUT-
ING, VOL. 2, NO. 2, APRIL-JUNE 2009, 167-171.

c⃝ 2012 NSP
Natural Sciences Publishing Cor.

Re
tra

cte
d



Appl. Math. Inf. Sci. 6, No. 1, 9-21 (2012) / www.naturalspublishing.com/amis/ 21

De-gan Zhang Born in
1969, Ph.D., Graduated from
Northeastern University &
Tsinghua University, China.
Now he is a researcher of
Tianjin Key Lab of Intelligent
Computing & Novel software
Technology, Key Laboratory
of Computer Vision and
System (Tianjin University
of Technology), Ministry of

Education, Tianjin University of Technology, Tianjin,
300384, China. His research interest includes mobile com-
puting, pervasive computing or cloud computing, com-
puter communication, Web-based service, etc. His E-mail:
gandegande@126.com, zhangdegan@tsinghua.org.cn.

Xiao-dan Zhang Born
in 1975, PHD., Graduated
from Northeastern Univer-
sity, China. Now she is a
researcher of Institute of
Scientific and Technical In-
formation of China, Beijing,
100038, China. Her research
interest includes mobile
computing, information min-
ing, information fusion, AI,

knowledge engineering, software system and Web-based
service, etc. Her E-mail: zhangshenyang@126.com .

c⃝ 2012 NSP
Natural Sciences Publishing Cor.

Re
tra

cte
d


