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Abstract: We propose a Deep Neural Network (DNN)-based Speaker Verification (SV) system using features derived from Glottal
Activity (GA) regions. Glottal activity regions are detected through Glottal Closure Instant (GCI), Normalized Autocorrelation Peak
Strength (NAPS) and Higher Order Statistics (HOS) from speech signal. For the detection of GA regions, the speech signalis
represented in terms of Zero Frequency Filtered Signal (ZFFS) and Integrated Linear Predicted Residual (ILPR). Mel Frequency
Cepstral Coefficient (MFCC) and Wavelet Transformed Residual Coefficients extracted from the detected GA regions are used for
analysing the performance of speaker verification system based on DNN andi-vector DNN. The results are reported on TIMIT database,
NIST 2001 database and LibriSpeech database which proves that the features extracted from GA regions withi-vector DNN performs
better than the conventional features based systems.

Keywords: Glottal Activity regions, Non-Glottal activity regions, Gaussian mixture model (GMM), Universal background model
(UBM), Zero frequency filtered signal, Integrated Linear Prediction Residual and Speaker verification (SV) system.

1 Introduction

Speech Recognition has become inevitable in cases where
it is required to analyze the characteristics of the speaker.
To do this analysis, it is required to separate the excitation
signal from the composite vocal tract output. The
excitation signal which is the input of the vocal tract
system is extracted from its output speech signal.

Glottal source processing refers to the process of
identifying the glottal activity regions, modeling and
characterization of the glottal source. The glottal flow is
the passage of air via the vocal folds at the glottis [1].
During the speech production, the airflow from the lungs
is modulated by vibration of vocal folds. Speech is a
result of convolution between glottal flow signal and
vocal tract system function.

Acoustic features such as MFCC and PLP are useful
in representing the vocal tract characteristics. On the
other hand, the features extracted from the excitation
source signal provide useful information about the
speaker characteristics.

The objective of this paper is to use glottal source
information for determining the portions of the signal in
which glottal activity has happened, are called Glottal
Activity regions. The acoustic features extracted from the
GA regions provide specific information about speaker
characteristics [2]. The use of MFCC features extracted
from the GA regions in speaker recognition reduces the
computational complexity of the speaker recognition
system.

The baseline speaker recognition systems use MFCC
features as the standard features for recognizing speaker.
But the information exists in the excitation source signal
is not utilized in MFCC. However, the use of the
excitation information can be useful, when speakers
having different manners of speaking are considered.
Feature extraction methods which use the information
contained in the glottal excitation have also been
proposed by many researchers in the literature.

Three distinct features namely GCI, NAPS and HOS
which are the indicators of energy, periodicity and
asymmetrical nature of glottal source signal such as ZFFS
and ILPR are extracted and used to detect the glottal
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significant portions [3]. Detection of GA regions is
carried out based on the glottal activity. Further MFCC
features from the detected GA regions are used for
modeling the speaker through DNN for speaker
verification.

Recently, the glottal activity in glottal regions is
gaining significance for extracting speaker
characteristics [4] in text-dependent speaker verification
system. Further, the significance of speaker information
exists in the glottal regions is established by [5] through
feature extraction from the GA regions and used for
i-vector speaker verification system.

All aforesaid approaches convey that although the
information extracted from the residual signal does not
execute better than MFCC features, features extracted
from the detected GA regions yields an improvement.

The paper is organized as follows: Section2
introduces the method of extraction of three parameters
from different representations of speech signal used for
the detection of GA regions. Section3 discusses the
development of GMM-UBM, i-vector and DNN for
modeling the speaker. Section4 includes the results and
performance comparison between the baseline systems,
namely GMM-UBM system and proposed DNN and
i-vector DNN-based system for various features.

2 Detection of Glottal Activity and Feature
Extraction

In this work, GA regions are detected based on the energy
of zero frequency filtered signal and residual signal.
Glottal Activity is the excitation of the vocal tract during
generation of sounds. It can be detected by the features
present in the excitation source signal. Initially, GA is
detected from the energy-based representation of
excitation [6]. But, the energy is not sufficient for
detecting the glottal activity region. Because the
significant amount of energy is not present during the
entire region of glottal activity. Hence, in addition to GCI,
periodic nature during GA and asymmetric nature i.e.
having high energy during glottal closure than glottal
opening are included for GA detection [7]. These
characteristics are predominantly available in the ZFFS
and ILPR.

The effect of vocal tract is reduced by applying zero
frequency filters to the speech signal. The effect of
impulse like excitation reflected at dc component is not
affected by the time varying nature of the vocal tract
system [8]. Hence when the speech signal is passed
through cascade of two ideal zero frequency digital
resonators, the output contains the characteristics of
discontinuities. The signal obtained at the output of the
resonator is called ZFFS. The magnitude of the filtered
signal is high during glottal activity. It has periodicity as
well as asymmetry nature in each cycle of glottal activity.

LPC is one of the most influential speech analysis
techniques and it has gained popularity as an extractor of

excitation signal from speech [9]. When the speech signal
is passed through the speech analysis filter, the
redundancy in the signal is removed and the residual error
is generated as output. Speech can be expressed as the
response of LTI system excited by either quasi-periodic
pulses, or random noise. The characteristics of LTI
system which resembles the vocal tract can be extracted
by the analysis of linear prediction on the speech signal.
This method provides a robust, reliable, and accurate
estimation of the parameters. The residual signal has high
frequency components due to pre-emphasis and it
represents the characteristics of the source. The residual
signal can be obtained through LP-based inverse filtering
of the speech signal. The Integrated LP Residual (ILPR)
is derived from the inverse filtering with non
pre-emphasized speech signal. ILPR indicates the closing
state of glottal by high magnitude and vice versa. This
shows that the ILPR has asymmetrical nature and
periodicity also.

2.1 Attributes which demonstrates the Glottal
Activity

2.1.1 Glottal Closure Instant (GCI)

The excitation of the vocal tract with strong source signal
corresponds to rapid closure of the vocal folds. Maximum
intensity in the ZFFS reveals the rate at which the glottal
is closed. The narrowband nature of DC resonators is used
to measure the GCI. The epoch locations correspond to
the peak excitation can be obtained from the slope of zero
frequency filtered signal.

Algorithm for measuring the GCI:

1.Filter the signal through DC component removal
structure

2.Determine the position of significant excitation or
epochs

3.Compute the slope of the filtered signal near the
excitation.

4.GCI is the absolute slope of ZFFS at epoch location

It is given by

Se(k) = |y(k+1)− y(k)| (1)

wherek is the epoch location.Se(k) gives the GCI at the
epoch location.

2.1.2 Normalized Autocorrelation Peak Strength (NAPS)

Quasi periodic nature of ZFFS and ILPR can be extracted
from the attribute NAPS. Because the position of peak
value in the normalized auto correlation of the signal
indicates the position of GA. The NAPS is comparatively
large in GA regions and small in other regions.
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The NAPS is given by

ANp(k) =

N
∑

n=1
x(n)x(n− k)

N
∑

n=1
x2(n)

(2)

where
p is the number of frame
N is the number of samples in a frame
k is the delay which represent the position of largest peak
in NAPS.

2.1.3 Higher Order Statistics (HOS)

In statistics, the term higher-order statistics (HOS) refers
to third and higher order moments, namely, skewness and
kurtosis. To capture the asymmetric nature of the glottal
pulse, a suitable value of Skewness-Kurtosis Ratio (SKR)
is used. This ratio makes the position of GA depend on the
value of moments and not function of energy of the signal.
It is determined as:

SKR =
γ2

β 1.5 (3)

where Skewness (γ) and Kurtosis(β ) are given by

γ =

1
N

N
∑

n=1
(x(n)− x̄)3

(

1
N

N
∑

n=1
(x(n)− x̄)2

)
3
2

,

β =

1
N

N
∑

n=1
(x(n)− x̄)4

(

1
N

N
∑

n=1
(x(n)− x̄)2

)2 −3,

(4)

where ¯x is mean ofx(n).
Asymmetrical nature of glottal pulse is determined

from SKR since it is high in the GA regions.

2.2 Detection of Glottal Activity

The parameters which describe the characteristics of
periodicity, asymmetrical nature, and combination of
those two with GCI are investigated to identify the region
of GA. Periodicity is calculated from the normalized
autocorrelation peak strength (NAPS) of speech signal.
The higher-order statistics (HOS) which provides the
information about the level of asymmetry of the speech
signal is also calculated. The source signal is represented
by zero-frequency filtered signal (ZFFS) [10] and
integrated linear prediction residual (ILPR) and they are
used for further processing. The process of detecting

glottal activity is illustrated in Fig.2. The contribution of
this work is in representing the speech signal in terms of
features extracted from the detected GA regions and
utilization of those features for improving the verification
accuracy of the proposed system.

Autocorrelation plays a key role in calculation of the
normalized auto correlation peak strength. Delay is used
in calculation of NAPS which indicates the location of the
largest peak. It is the indicator of periodicity. It is
relatively high in GA regions and small in other than GA
region. This proves that the ZFFS is also an effective
parameter in the separation of GA and other than GA
regions. Autocorrelation analysis is mainly used in
fluorescence correlation spectroscopy.

Higher-order statistics is calculated by skewness to
kurtosis ratio. Kurtosis is defined as the cumulate of order
4 and skewness is the cumulate of order 3. ILPR is
obtained by passing the speech signal through inverse
filter without performing pre-emphasis. When the inverse
filtering is performed based on linear prediction, it can
separate the excitation signal from the vocal tract
behavior. This residual signal has high magnitude during
the closing instant of glottal and less magnitude during
opening instant of glottal. ILPR also has the periodicity
property like ZFFS and has high energy during glottal
activity regions [11, 12]. This measure is computed for
every frames of the signal and interpolated.

2.3 Feature Extraction from the detected GA
regions

In this work, Mel Frequency Cepstral Coefficients are
extracted from speech signal. Two standard feature-based
channel compensation techniques, Cepstral Mean
Subtraction (CMS) [13] and RelAtive SpecTrAl (RASTA)
sifting [14] and feature warping method Gaussianization
are applied in order to enhance the recognition rate. At
that point first order and second order deltas are also
appended to the Gaussianized cepstral vector.

2.3.1 Wavelet Transformed Residual Signal(WTRS)

The temporal pitch variation present in the voiced speech
is useful for speaker recognition. The magnitude of pitch
harmonics has also been established to be significant
feature for speaker identification [15]. The detailed vocal
source information can be extracted by inverse filtering
the speech signal with the vocal tract filter parameters
estimated during the glottal closing instant (GCI).

The linear predictive residual signal is obtained using

e(n) = s(n)−
12

∑
k=1

aks(n− k) (5)

and their amplitude is normalized. With the pitch period
of the signal, pitch pulses in the signal are located. Then
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for each pitch pulse, pitch synchronous wavelet analysis
is applied for the period of two-pitch pulses. The wavelet
coefficients are calculated using the windowed residual
signal.

w(a,b) =
1

√

|a|
∑
n

eh(n)Ψ∗(
n− b

a
) (6)

wherea =
{

2k|k = 1,2, . . . ,K
}

andb = 1,2, . . . ,N where
N is the order of the window andΨ∗(n) is the complex
conjugate of fourth order Daubechies wavelet basis
function.K is set as 4 such that the signal is decomposed
into four sub-bands at different sub bands: 8000–4000
Hz, 4000–2000 Hz, 2000–1000 Hz, and 1000–500 Hz.
Each group of coefficients is partitioned intoM
sub-groups, whereM determines the amount of temporal
data that can be captured by the wavelet coefficients.
Then the L2 norm of each sub-group of coefficients is
computed. It is set as a feature parameter.

3 Proposed Speaker Verification System

Initially, the parameters which are required for detecting
the GA regions are extracted from the speech signal.
After GA regions are identified, they are used for feature
extraction process through which MFCC and WTRC are
extracted and utilized for training the proposed system.
The analysis is made for following systems: (a) Baseline
GMM-UBM (b) i-vector-based speaker verification
system and (c) i-vector with DNN-based speaker
verification system.

3.1 GMM-UBM Approach

GMM is a probabilistic model which is defined in terms
of weighted sum of Gaussian component densities. The
parameters of GMM are estimated through
Expectation-Maximization (EM) algorithm for the
training data. The global model is developed from the
entire dataset is used for developing speaker model
through MAP adaptation. UBM is represented by
U = {mc,Σc,ηc}, wherec = 1,2, . . . ,C, Σc is Covariance
matrix,ηc is the weight associated with mixture andmc is
the mean vector.

3.2 Deep Neural Network Approach

Deep learning is an emerging tool with different set of
algorithms. DNN is used to model high-level data by
using multiple processing layers. It is composed of
multiple non-linear transformations [16]. One of the
features of deep learning utilizes the efficient algorithms
for unsupervised or semi-supervised feature learning.
Fig. 1 shows the Detection of GA from ZFFS and ILPR.

Deep learning algorithms are based on distributed
representations. The underlying assumption behind
distributed representations is that observed data are
generated by the interactions of factors organized in
layers. Deep learning adds the assumption that these
layers of factors correspond to levels of abstraction or
composition. Fig.2 shows the architecture of DNN used
in the proposed system.

The weight updates can be done via stochastic gradient
descent using the following equation:

wi j(t +1) = wi j(t)+η
∂C

∂wi j
(7)

Here,η is the learning rate, andC is the cost function.
The choice of the cost function depends on factors such as
the learning type (supervised, unsupervised,
reinforcement, etc.) and the activation function. When
performing supervised learning on a multiclass
classification problem, the activation function and cost
function are the softmax functions and cross entropy
function, respectively.

The softmax function is defined as

p j =
ex j

∑
k

ex j
(8)

where p j represents the class probability (output of the
unit j) and x j andxk represent the total input to unitsj
andk of the same level respectively.

Cross entropy is defined as

C j = ∑
j

d j log(p j) (9)

whered j represents the target probability for output unit
j and p j is the probability output forj after applying the
activation function.

There are various deep learning architectures such as
DNN, Convolutional Neural Network (CNN), deep belief
networks and recurrent neural networks have been used in
many applications. Computer vision, automatic speech
recognition, audio recognition and bioinformatics are
some of the areas in which the deep learning architectures
are applied. Deep learning architectures have been shown
to produce state-of-the-art results on various tasks.

DNN employs many layers of nonlinear processing
units for feature extraction and transformation [17]. The
output from each layer is applied as input for the next
layer. DNN is based on the unsupervised learning of
multiple levels of features. High-level features are
resultant from low-level features to structure a
hierarchical representation. In current research works,
DNN is used to predict the posterior probability of the
speech. The observation probability can be determined
from the posteriors and priors using Bayes rule, as
follows:

P(x/q) =
P(q/x)P(x)

P(q)
(10)
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Fig. 1: Detection of GA from ZFFS and ILPR 
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Fig. 2: Architecture of DNN used in the proposed system

whereP(x/q) is the observation probability required for
decoding. In this method, DNN is used to predict the
speaker for a given utterance of speech. Since the entire
utterance corresponds to a particular speaker, the frame
level DNN posteriors are combined to make a single
decision score.

3.3 i-vector Approach

In speaker recognition area, thei-vector approach is
useful for the transformation of high dimensional
Gaussian super vector into a low-dimensional vector.
Since it considers the background high-level information,
i-vector usually improves the recognition rate [18].
Researchers have usedi-vector for popular speech-related
projects, including speaker verification [19], speaker
recognition [20], stress recognition [21], and spoofing
detection [22].

Thei-vector modeling is given as:

M = m+Tx (11)

whereM denotes GMM super vector obtained from MAP
adaptation—speaker and channel dependent super vector;
m denotes speaker and channel independent GMM-UBM
mean super vector constructed from the universal
background model (UBM);T represents total variability
matrix. It is a low-rank projection matrix obtained from
all training data by factor analysis training which
represents the important variability in the mean super
vector space.

x is low-dimensional vector whose MAP estimate is
i-vector with standard normal distribution.

The speech signal obtained from all the speakers are
transformed into short vectors. It is determined from the
zero and first order statistics. The procedure to learn the
total variability subspaceT relies on EM algorithm that
maximizes the likelihood over the training set of target
speaker and non target speaker.

Given a background model,Σ is initialized by
covariance of the UBM.T andx are initialized randomly.
They are estimated by a recursive process with the
following steps:
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Table 1: Datasets, subsets and number of male and
female speakers in the database NIST 2001, TIMIT and
LibriSpeech

Dataset Subset No. of No. of
Males Females

NIST 2001
Background 90 97
Target 17 30
Imposter 50 50

TIMIT
Background 48 101
Target 18 31
Imposter 25 25

LibriSpeech Training class 120 100

1.E-step: the parameters of posterior distribution ofx
for each set of speech signal are calculated using the
current estimates ofT , Σ andm.

2.M-step:T andΣ are updated by a linear regression.
3.The process is continued till stable expectation ofx is

reached.

4 Implementation of the Proposed SV System

In this work, experiments are performed using TIMIT
database, NIST 2001 database and LibriSpeech database.
The experimental study illustrates the effectiveness of
proposed approach in providing the speaker
discriminating characteristics existing in GA region.

4.1 Data

For performing experimental analysis, we have used two
different methods. One is all enrolment and test utterances
are within the same dataset.

TIMIT database contains 630 speakers (192 females
and 438 males) who come from 8 different English
dialect regions, they are used for evaluation of the system.
Each speaker provides ten speech samples which are
sampled at 16 KHz. All female and male speech samples
are used to obtain gender-dependent background models
that represent the common characteristics. 384 speakers
(192 females and 192 males) are randomly selected and
their speech samples are used for developing target and
imposter models in GMM-UBM approach.

NIST 2001 database consists of samples from 234
persons (which includes 122 Females and 112 Males).
NIST 2001 database is classified into 3 major classes as
follows: background, development and evaluation.
Background set includes the development set as well. The
background class is used for training the UBM and
i-vector extractor. In all the experiments WCCN and
score Normalization are used. A brief review on the
databases such as NIST 2001, LibriSpeech and TIMIT
databases is illustrated in Table1.

Table 2: Parameter used for training DNN

Parameter Value/functions

L2 weight Regularizer 0.001

Sparsity Regularizer 4

Sparsity Proportion 0.05

Loss Function Mean Square Error (MSE)

Transfer function of both
encoder and decoder

sparse Logistic sigmoid
function, linear transfer
function

Maximum epochs 1000

Techniques used to encode Hamming, Linear block,
Cyclic

Training algorithm Scaled conjugate gradient
descent algorithm

Table 3: Performance comparison of various approaches
for two different features on NIST 2001 database

Feature System Male Female
EER(%) DCF EER(%) DCF

MFCC GMM-UBM 0.67 0.031 0.82 0.152
i-vector 1.52 0.112 1.43 0.141
DNN 1.91 0.013 1.92 0.015
i-vector-DNN 0.20 0.001 0.24 0.002

WTRC GMM 1.51 0.135 1.53 0.142
i-vector 1.75 0.156 1.67 0.150
DNN 2.75 0.447 2.68 0.482
i-vector-DNN 0.62 0.032 0.56 0.028

4.2 Features

39 dimensional MFCCs are used for the development of
the proposed system. The feature vector is of 39
dimensions with 13 MFCC, 13∆ MFCC and 13∆∆
MFCC. Initially, the speech signal is processed for
detecting the GA regions and the MFCC features are
calculated from the detected GA regions. This method
reduces the number of frames as well as improves the
recognition accuracy. The speech portions corresponding
to the GA regions are manipulated in frame duration of
20ms with overlapping of 10ms duration in training and
testing. The normalization of feature vector is performed
through cepstral mean subtraction and cepstral variance
normalization. Besides the cepstral features, wavelet
transformed residual signal coefficients are also used in
our experiments. The performance of the system is
compared for all these features.

4.3 Systems

The aim of the proposed work is to find the performance
of the system for the features detected from GAs and
non-GAs. The parameters of DNN used for training in the
proposed system is listed in Table2.
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Table 4: Performance comparison of features and different
models on LibriSpeech database

Features System Male Female
EER(%) DCF EER(%) DCF

MFCC GMM 0.53 0.152 0.48 0.132
i-vector 0.35 0.121 0.36 0.122
DNN 0.31 0.082 0.33 0.098
i-vector-DNN 0.22 0.071 0.20 0.061

WTRC GMM 2.23 0.661 2.01 0.566
i-vector 3.44 0.798 3.22 0.698
DNN 2.76 0.799 2.55 0.687
i-vector-DNN 1.64 0.325 1.57 0.541

Table 5: Performance comparison of features and models
on TIMIT database

Features System Male Female
EER(%) DCF EER(%) DCF

MFCC GMM 0.10 0.011 0.12 0.102
i-vector 0.22 0.120 0.43 0.121
DNN 0.09 0.013 0.02 0.015
i-vector-DNN 0.01 0.001 0.01 0.002

WTRC GMM 1.16 0.201 1.82 0.289
i-vector 1.02 0.322 1.03 0.161
DNN 0.91 0.014 0.92 0.017
i-vector-DNN 0.02 0.005 0.04 0.007

Table 6: Performance comparison of the proposed system
and system without GA detection (MFCC features and,
NIST 2001 dataset)

System Male Female
EER(%) EER(%)

Features from GA Region GMM 0.67 0.82
i-vector 1.52 1.43
DNN 1.91 1.92
i-vector-DNN 0.20 0.24

Features without GA Detection GMM 2.67 2.84
i-vector 1.83 1.96
DNN 2.01 2.43
i-vector-DNN 0.90 0.86

4.4 Result and Discussion

From the analysis elucidated in Table3 for NIST 2001
dataset, Table4 for LibriSpeech dataset and Table5 for
TIMIT dataset, it is understood that the performance of
the i-vector-DNN approach is superior than the other
existing techniques in terms of EER in % and DCF. Also
it is clear that the performance metrics of the SV system
has been considerably improved for the features extracted
only from the GA regions and illustrated in Table6.

5 Conclusion

Experimental results of the proposedi-vector DNN-based
speaker verification show that the features extracted such

as MFCC and Wavelet-transformed residual coefficients
provide improved EER in % and DCF for the proposed
system. Efficiency of the proposed system have been
analyzed with TIMIT database, NIST 2001 database and
LibriSpeech database which illustrates that the features
extracted from GA regions withi-vector DNN perform
better than the conventional features-based systems.
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