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Abstract: In this paper, we propose non-linear Machine Learning Techniques (MLT) for Multi-label Image Classification (MLIC)
problems. Multi-label Learning requires MLT to identify the complex non-linear relationship between the features andclass labels.
Also, Multi-label data degrades the performance of the classifiers and processing of this data with a large number of features is too
complex while using traditional methods. Therefore, we propose two approaches namely ensemble Deep Learning Network (DLN)
and Multivariate Adaptive Regression Splines (MARS) for MLIC. The experimental results show that the proposed (DLN andMARS)
algorithms achieves a superior predictive performance rate of 94.77% and 81.68% respectively, compared to the existing methods.
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1 Introduction

Multi-Label (ML) image learning is an increasingly
required concept for the recent real-world applications.
Multi-Label Image Classification (MLIC) is a process of
assigning multiple labels for each image in the image
dataset. An example of MLIC is a picture that can be
assigned with multiple labels, namely sky, landscape and
forest [1–3]. Image Classification (IC) is a process of
labeling the images with many predefined class labels. An
image normally contains rich semantic information,
namely parts, scenes, objects, actions, and their
interactions or features. Different methods have been
proposed for image dataset and classification of an image
is very difficult to handle because patterns extracted from
the same images contain different interpretations based on
the position and context [4,5].

Studies show that a variety of approaches have been
proposed such as Deep Convolutional Neural Networks
(CNN), a hybrid CNN is proposed for large scale ML
image data classification such as Hypothesis
CNN-Pooling, CNN-RNN and HCP-CNN [6, 7], Support
Vector Machine (SVM) by considering the example label
pairs [8, 9] label probabilistic enhancement by

considering the co-occurrence patterns of the labels and
constructing the tree graph in the label space [10],
Structured max margin with co-occurrence matrix-based
framework using the feature label and inter-label
correlation [11] and transductive matrix and
weakly-supervised learning formulated for the low-rank
problem [12].

It is understood that Deep Learning Network (DLN)
for syndrome diagnosis is proposed with a single hidden
layer. In this, 13 node number value for the hidden layer
is used to choose the best node value. In general, there is
a complex and nonlinear association between features and
the multiple class labels. Also, the presence of large
numbers of features is the prime issue to address in the
Multi-Label Classification (MLC) [13]. Restricted
Boltzmann Machine (RBM) model is used to solve the
multi-label learning with incomplete labels. Predefined
Critical Hyper-Parameters (CHP) are used with single
hidden layer and less number of cross-validation. One of
the challenging tasks in the DLN is to define the
CHP [14]. Classification of MLD using DLN is proposed
with the set of hyper-parameters. Several parameters are
fine-tuned to select the best set of parameter from the
fixed set of a parameter using three-fold cross
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validation [15]. Multi-label classification is proposed in
the optical remote sensing application using DLN with
sparse auto encoders and a single hidden layer [16].
Therefore, there is a need for an efficient method to define
the CHP that can improve the efficiency of the DLN.

Accuracy and reliability of the classification model
are important in the decision making. Also, modeling the
rich semantic information and their relationship is most
important for image mining [17]. Classifier built from the
Multi-Label Data (MLD) is more time-consuming with
multiple feature subsets. However, various challenges are
there in the existing approaches like a large number of
labels, imbalance, the correlation among labels and
handling missing labels [18, 19]. Therefore, mining of
MLD is a very challenging task in existing methods and
needs a systematic approach. Pruning, feature selection,
handling missing value, handling the continuous attribute,
hierarchical structure to manage label correlation and
extraction of the relevant label set from multiple labels set
are various research challenges in the MLL. In MLC,
labels can have strong interdependencies, and some of
them may even be missing. Existing multi-label
algorithms are unable to handle both issues
simultaneously [20]. In general, there is a complex
interaction between different features and the class
labels [21]. Therefore, there is a need of data mining
techniques which supports non-linearity.

Various research issues in the MLC are proposed.
They are exploiting the class label association to increase
the performance, selection of efficient MLC algorithm
which deals with complex and high dimensional data with
reduced computational complexity; systematic study that
would be helpful to the MLL researcher on how and why
the performance varies over different data properties and
also to choose MLC algorithms for any particular domain;
and design of efficient online MLC that scale with the
large and sparse domains is also needed. Traditional
classification deals with assigning each instance to a
single label. Also, the labels have a hierarchical structure,
and its instances can have their class relationship with two
or more ways. Most of the existing MLC algorithms do
not support hierarchical structure. Providing the
comprehensive solution to the hierarchical structure in
MLL is an important research dimension [22].

Although existing methods achieved success in some
applications, non-linear machine learning techniques has
not been explored for the MLIC. To address this
challenge, this paper proposes two machine learning
techniques which support non-linearity for the MLIC.

2 Multi-Label Image Data Classification
Using Deep Learning Network

In this section, a brief overview of the proposed ensemble
DLN for supervised learning tasks is provided. The basic
information processing unit in the neural network model

Fig. 1: Basic neural network model

Fig. 2: Proposed structure of DLN for MLD

is shown in Fig. 1. It consists of a set of inputs
(x1,x2,x3, . . . ,xm) with associated weights
(w1,w2, . . . ,wm). Weights are randomly chosen initially;
typical values are between−1.0 and 1.0 or−0.5 and 0.5.

A summation functions for calculating the weighted
sum of the inputs

α =
m

∑
j=1

wjx j (1)

The choice of the nonlinear activation functionf
determines the neuron model and biasb, neuron’s
activation threshold

y= f (α +b) (2)

In the literature, various deep learning frameworks are
available and in this research work feed-forward neural
network architecture is used. The proposed multi-layer
feed forward structure of DLN for MLD is illustrated in
Fig. 2. It is a multilayer network, which includes input
(feature space), output (linear regression or classification)
with many hidden layers of non-linearity. The input and
output of the proposed model use the same procedure

c© 2018 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.12, No. 6, 1139-1145 (2018) /www.naturalspublishing.com/Journals.asp 1141

Fig. 3: Supervised learning training process for DLN

which is followed in the single neuron model as described
above. The weight and bias function is used to determine
the output of the entire network [23]. In this DLN, the
objective function is to minimize the loss function for
each training instancesj, which is given byL(W,B | j), W
is the collection{Wi}1:N−1, whereWi the weight matrix
layersi andi +1 for a network ofN layers. Similarly,B is
the collection{bi}1:N−1, where bi denotes the column
vector of biases for layeri +1.

DLN training is divided into two phases; pre-training
and discriminating fine tuning. Initially learning network
uses the greedy learning algorithm in layer-wise and
using Restricted Boltzmann Machine (RBM) which trains
the network layer by layer. To optimize the parameters, it
uses the supervised learning algorithm. That is a
combination of unsupervised pre-training followed by the
supervised training. In this research work, it is purely
supervised training process that has been used, until the
desired output is reached with the minimized error the
learning parameters are adjusted. Supervised learning and
training process is shown in Fig.3.

The steps of the supervised learning process are given
below:

1.Each input vector contains a corresponding target vector,
which is called as the desired output. Each training pair
contains an input vector and target vector.

2.Based on the input vector at each iteration, NN results the
output vector.

3.The resulted output vector is compared with the original
output vector

4.The error signal is generated if there is a deviation
between the desired output and actual output.

5.The error is used to adjust the learning parameter to
improve the performance of the NN.

6.The same process continues until the desired output
reaches with the minimal error.

3 Multi-Label Image Data Classification
Using MARS

MARS is a regression-based technique. Its outputs are a
linear function that is readily understood by the analyst
and can be used to explain the model for
management [24]. It deals with multidimensional data,
evaluating each factor and possible interaction among
them. It eliminates a certain number of predictors if they

Fig. 4: Simple piecewise linear regression

do not contribute to increasing the performance of the
final model [24].

MARS model of the form

f̂ (x) =
k

∑
i=1

ciBi(x) (3)

The model is a weighted sum of basis functionsBi(x).
Eachci is a constant coefficient. Each basis functionBi(x)
takes one of the following three forms:

–a constant 1. There is just one such term, the intercept.
–a hinge function has the form max(0,x − c) or
max(0,c− x), wherec is a constant called the knot.

–a product of two or more hinge functions.

MARS uses the basis function to establish the relationship
between the independent and dependent variables, which
creates multiple peace wise linear regression using the
breakpoint. The simple piecewise linear regression with
two basis function(t − x)+ and (x− t)+ is shown in
Fig. 4, wherec is the knot, which defines the breakpoint
for the piecewise linear regression, “+” signs define that it
considers only the positive results of the respective basis
function; otherwise it uses zero to evaluate.

3.1 Most Important Predictor Identification

The most significant predictor is always increasing the
predictive accuracy of the classifier model. Furthermore,
large numbers of features are the prime issue to address in
Multi-Label Learning (MLL). It is computationally high
and very complex for further analysis or to build a
classifier. Generalized Cross Validation (GCV) is used to
identify the most significant predictor. Friedman uses the
modified form of the GCV that is used to identify the
most significant predictor, rank the predictor and
eliminate insignificant predictor of the model [24].

If a variable receives a score of 100, it is the most
significant predictor, and the variable receives a score 0
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Fig. 5: Simple MARS model with Knots

which is not used in the MARS model. GCV is defined as

GCV(M) =

1
N

N
∑

i=1

[

yi − f̂M(x)
]2

[

1− C(M)∗

N

]2 (4)

where
C(M)∗ =C(M)+ δM (5)

–N is the number of observations
–C(M)∗ is a complexity cost function of the model
generatingf , the default is to set equal to a function
of the effective number of parameters

–M is the number of non-constant basis functions in the
MARS model and

–δ is a cost for each basis-function optimization and is
a smoothing parameter for the procedure.

MARS model is the two-step process, in the initial
step it builds the model by adding the basis function in
Eq. (3) until it reaches the user-defined number. Then in
the second step, it applies the backward procedure to
remove the redundant basis function from the Eq. (3) until
the final model result with the minimum GCV (4) is
obtained. It finds the most significant independent
variable and interaction among them. MARS is used for
multiple dependent variables in which it determines a set
of basis function but estimates different coefficients for
each dependent variable. Compared with the neural
network, MARS treats multiple dependent variables. The
simple model of MARS with the dependent(Y) and
independent (X) variables with piecewise linear
regression splines using the knotx1 and x2 is shown in
Fig. 5. From Fig. 5, it is easy to understand that the
MARS model is building the non-linear relationship
between the input and output variables by integrating all
the linear relationship.

4 Experimental Setup and Evaluation
Criteria

Evaluation is one of the important phases of the data
mining process. It helps to identify the best model that

Table 1: Details of the used dataset

Data set No. of Instances No. of Features No. of Target
Scene 2407 294 6

represents our training data and shows how well the final
model works on the prediction. Estimating the
performance of the model with the data used for training
generates a non-realistic and over-optimistic prediction.
This section illustrates the experimental setup and
evaluation criteria of the proposed DLN and MARS
algorithm. Proposed DLN and MARS do not deal with
the MLL directly; therefore, the MLD is transformed into
Single Label Dataset (SLD) using any one of the problem
transformation methods namely Binary Relevance (BR)
and Label power set (LP).

To evaluate the proposed ensemble DLN and MARS
methods for the scene data classification in the MLL,
experiments have been carried with the ML scene dataset.
The details of the dataset are depicted in Table1. The
proposed ensemble DLN framework is implemented in
R-language with H2O in the Hadoop/Map Reduce. H2O
is a fast, scalable online machine learning platform, which
models, data very fast and easy to make better decisions
faster by running advanced data mining algorithms.

To evaluate the effectiveness of the proposed
ensemble DLN and MARS algorithm, multiple evaluation
measures are computed including F1 statistic, accuracy,
precision, sensitivity and specificity. The sensitivity ofthe
MARS and DLN model based on the several parameters
like (Basis function, Knots, Interaction for MARS) and
(Activation function, Hidden Layer, Epochs, Rho and
epsilon etc., for DLN) is to improve the classifier
accuracy. Experimental results of MARS with different
parameter setting are depicted in Table2. In Table3, the
best results of the MARS algorithm are depicted based on
different parameter settings (Basis Function, Interaction
and Knots). In Table3, the results of DLN algorithm are
depicted, and the proposed DLN model results in a test
set error of 0.9% or better. We use activation function=
rectifier with dropout, hidden layer= C(250,250,500),
epochs= 1000, L1 = 10−5, input dropout ratio= 0.2,
ρ = 0.99, ε = 10−8 and maxw2 = 15 for the proposed
DLN model.

5 Experimental Results and Discussions

In Table 3, the accuracy of the proposed MARS and
ensemble DLN are compared. From Table3, it is
observed that the ensemble DLN is the best classifier
compared with the proposed MARS for the scene data
classification for all the six class labels. Also, in Table4,
the accuracy of the proposed MARS and ensemble DLN
and previously proposed methods in the literature are
compared.

From Table4, it is evident that the 74.2% as the
highest accuracy using DBN2ECC for the classification
of scene dataset. As shown in Table4, ensemble DLN and
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Table 2: Experimental results of MARS with different parameter settings

S.No. Label MBF MI Average Overall average Specificity Sensitivity Precision F1 Statistic
1 Beach 15 (5,10,15) 83.97 82.84 82.22 85.71 50.97 63.93

20 (5,10,15) 84.82 83.34 82.53 87.12 51.81 64.98
25 (5,10,15) 85.79 82.97 81.41 90.16 51.13 65.25

2 Sunset 15 (5,10,15) 91.13 88.78 87.76 94.51 57.91 71.82
20 (5,10,15) 91.46 89.53 88.69 94.25 59.76 73.13
25 (5,10,15) 92.17 89.78 88.74 95.60 60.21 73.81

3 Fallfoliage 15 (5,10,15) 88.05 84.25 82.39 93.70 51.24 66.25
20 (5,10,15) 88.82 85.38 83.68 93.95 53.21 67.94
25 (5,10,15) 89.78 85.13 82.84 96.73 52.67 68.21

4 Field 15 (5,10,15) 90.08 87.58 86.17 94.00 59.85 73.14
20 (5,10,15) 90.83 88.37 86.98 94.69 61.47 74.55
25 (5,10,15) 91.67 89.45 88.20 95.15 63.88 76.44

5 Mountain 15 (5,10,15) 76.01 70.38 5.90 86.12 41.80 56.23
20 (5,10,15) 76.46 71.50 67.56 85.37 42.80 57.02
25 (5,10,15) 78.20 73.58 69.90 86.49 44.98 59.18

6 Urban 15 (5,10,15) 79.74 72.25 68.07 91.42 38.44 54.12
20 (5,10,15) 80.38 72.25 67.71 93.04 38.59 54.56
25 (5,10,15) 80.97 73.37 69.13 92.81 39.60 55.52

Table 3: Comparison of DLN and MARS

S.No Label
Average Overall Average

DLN MARS DLN MARS
1 Beach 0.9016 84.86 0.9043 83.05
2 Sunset 0.9597 91.58 0.9663 89.36
3 FallFoliage 0.9550 88.88 0.9589 84.82
4 Field 0.9156 90.71 0.9295 88.46
5 Mountain 0.8702 76.89 0.8720 71.82
6 Urban 0.9049 80.36 0.9106 72.62

Table 4: Comparing Multi-Label Methods under Accuracy. Proposed with Existing methods

Algorithm DBN3bp DBN2ECC MLkNN IBLR ECCR ECC RAk FW BPMLL MARS DLN
Accuracy 0.731 0.742 0.696 0.697 0.731 0.710 0.684 0.649 0.552 0.8168 0.9477

MARS algorithm achieves the better accuracy rate
94.77% and 81.68% respectively, compared with the
existing methods in the literature with less number of
features. Also, the proposed framework ensemble DLN
yields significant performance improvement when
compared with existing methods in the literature. DLN
and MARS have various advantages when compared with
the existing methods in the literature. It deals with the
complicated and large dataset, extract a relevant subset of
features from a large number of features to reduce the
computational complexity. In particular, it supports to
identify the complex nonlinear relationship between the
features and class labels. Also, it supports to handle
missing values, imbalanced data. DLN learns a useful
representation of raw data and considers the hierarchical
structure of the labels. In conclusion, it indicates that the
MLL based on MARS and ensemble DLN method is
superior to other MLL methods in the literature for the
scene data classification.

6 Conclusion

The paper presents two machine learning techniques
namely ensemble DLN and MARS which support
non-linearity for MLIC problems. From the experimental
results, it is evident that the proposed MARS and DLN
algorithms perform well when compared to the existing
methods in terms of speed and accuracy. Also, an
improvement of up to 15 percentage in accuracy with less
number of features compared with the original feature
space. Furthermore, the proposed methods outperform the
existing methods in terms of various features mentioned
in the paper. In conclusion, the study serves as a reference
for designing the framework for those exploring further
avenues in the MLIC and also those applications
generating MLD.
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