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Abstract: The development of accurate temperature prediction models is essential for not only human life but also
for agricultural, animal life, tourism, and many others. Power consumption and achieving energy efficiency in buildings
also depends on temperature. Although modeling-based regression is one of the most popular approaches, it still suffers
from many difficulties related to the number of available measurements, the order of the model and the non-linearity
of the data. In this paper, we provide a comparison between parametric and non-parametric models for temperature
forecasting. We propose three-model structures to estimate the temperature in Mumbai, the business capital of India.
They are parametric (i.e. Linear Regression (LR), Multi-gene Genetic Programming (MG-GP)) and non-parametric (i.e.
Artificial Neural Networks (ANN)) models. These models are tested on data collected in Mumbai for the year of 2009.
The results show that multi-gene GP model performs relatively well in predicting the temperature with a high degree of

accuracy compared to the LR and ANN techniques.

Keywords: Temperature forecasting, Regression, Artificial Neural Networks, Multi-gene Genetic Programming

1 Introduction

Weather forecasting is now one of the most
important fields of research due to its impact on
environment, industry, and agriculture. Weather
forecasting is the process of estimating future
weather conditions based on a number of
meteorological parameters. The development of
forecasting models for a number of decades
concentrated mainly on the linear model. The model
is used to be static or dynamic based on the model
variables and model type. A number of linear
methods such as least square estimation (LSE) are
used to estimate model parameters, such that this
model can be used for prediction or forecasting
purposes. Unfortunately, the results in many cases
were not satisfactory. The models were unable to
coop with environmental changes and utilization of
model parameters was with limited success.
Nonlinear process modeling presented a solution to
forecasting problems in specific cases; that is when
the mnonlinear model is quantified before the

parameters estimation is completed. This was also a
challenge.

Recently, soft computing (SC) techniques were
presented to handle the weather forecasting problem
[1,2]. The main features that represent soft
computing are the allowance of uncertainty,
tolerance of imprecision, and partial truth. Many of
the well-known SC techniques are ANN, Fuzzy Logic
(FL), Evolutionary Computation (EC) (i.e., genetic
algorithms and genetic programming) and Machine
Learning (ML) techniques. Many modeling and
identification problems were solved efficiently using
SC techniques in river flow forecasting [3], flood
prediction [4,5] and rainfall forecasting [6,7,8].

Temperature forecasting is important for many
reasons. Agriculture, animal life, tourism, achieving
energy efficiency, for example, are highly affected by
temperature. Forecasting temperature also allows us
to identify patterns of vegetation zones [9] and
modeling hourly-diffuse solar radiation [10,11]. In
the past, many research articles explored the
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modeling  of  temperature-based  meteorology,
hydrology and agro-hydrology methods.
Temperature prediction of a molten salt collector
tube based on the Back-Propagation (BP) Neural
Networks was presented in [12]. In [13], authors
presented three models for the daily cycle of air
temperature for nine years at five locations in North
Carolina. Recently, forecasting ozone concentrations
in the east of Croatia using nonparametric ANN
models was presented in [14]. Two models-based
Feed Forward (FF) and Radial Basis Function
(RBF) network were provided [14].

This paper is organized as follows. In Section 2
we present the three adopted modeling techniques
for temperature forecasting. They are the LR, ANN
and MG-GP models. The method to model
acceptance and evaluation of the proposed model
structures are presented in Section 3. The developed
results along with tables and figures are shown in
Section 5. Finally, a conclusion and future works are
discussed.

2 Proposed Model Structures

In this section, we provide a description of the three
adopted models to handle the temperature
forecasting problem. They are the simple linear
regression, artificial neural network, and the
multi-gene Genetic Programming models. The
simple linear regression is a model which has set of
parameters to be estimated using least square
estimation (LSE) technique. This model is a linear
model in the parameters. ANN can model any
dynamic relationship and produce a nonlinear
function of a system. It was successfully used to solve
many system identification and modeling problems.
MG-GP is a relatively new concept. It was explored
in the diversity of modeling problem. MG-GP is
capable of providing a mathematical equation model
that represents the relationship between the model
input variables to give an approximation to a
particular output. We plan to discuss the advantages
and disadvantages of each approach.

2.1 Linear Regression

Assume we have a single input single output (SISO)
system that has input  and an output y. Our goal is
to build a model for that system using n collected
measurements  (z;,y;),4=1,...,n. The system
Equation 1 represents the relationship between x
and y.

y=a+pfz (1)

where « is the y-intercept and f is the slope of the
line. The estimated output based on the developed

model § (see Equation 2). Given that ¢; is the error
difference between the actual system output y and the
estimated output .

jJ=a+pPr+e¢; (2)

Thus, we have to minimize the optimization
function Min L (see Equation 3) such that:

Min L = zn:q?
=1
= (wi—i)?
=1
= (i B—aw) (3)
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To find the optimal values of the parameters a and
3, we need to calculate the differentiation for the
functions: oL oL
=350 (@
oa  9p
Differentiating Equation 3 with respect to the
model parameters a and S will produce Equations 4.
Equating Equations 4 to zero produces two
equations. In the above-described examples, we get
two equation since we only have two unknowns o
and (). Solving these two equations will result in an
estimate for the two parameters. Thus, we will have
a linear model that describes the function f(x) for y.
This model can be used to estimate new values of y;
based values of z;.

2.2 Artificial Neural Networks

A neural network shows significant advantages in
modeling and simulation of nonlinear and complex
systems. They can capture the input/output
relationships of the system by modifying their
weights to reach the modeling goal with minimum
error difference between the actual system response
and the estimated one [15]. ANN is similar to the
human brain such that they can obtain knowledge
through learning and store this knowledge in their
weights. ANNs have been found very useful in
solving problems such as improving the production
quality of a hot-rolling industrial process [16],
predicting air pollution parameters [17,18],
estimating software effort [19], rainfall prediction [7],
wind power forecasting [20], forecasting ozone
concentration [21] and many others.

ANN consists of hundreds or thousands of
processing nodes called neurons. The ANN-based
learning algorithm can be used to model a dynamical
function between input and output variables. This
function could be a complex nonlinear one. ANN
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shows significant success in solving various modeling
problems in science and engineering. Yet, there are
progress and improvement every day in their
learning algorithms and application domains. Using
a learning algorithm, these neurons are capable of
creating a function that can map a relationship
between inputs and output training examples.

An example of a fully-connected network ANN is
shown in Figure 1. All inputs/units in one layer are
connected to all units in the following layer, the first
layer is known as the hidden layer h and the second
layer is the output layer. The depicted network
consists of three inputs, two hidden units, and two
outputs.

Fig. 1: Architecture of ANN

The system modeling process-based ANN is
presented in Figure 2 and adopted from [22]. A
common type of ANN is the FeedForward (FF)
network. This type of system consists of at least
three layers: an input layer, at least one intermediate
hidden layer, and an output layer.

Assume we have an n set of input-output
training examples (z1,t1),...,(x,tn) to be used for
the BP learning algorithm of the FF neural network.
x is the input and ¢; is the target output, i =1,...,n.
Our objective is to develop a FF network such that
the input pattern z; when presented to this network,
it produces an output o; that is closely related to the
target t;. The goal is always to minimize an error
criteria such that the ANN-produced behavior will
be as close as possible to the actual one. An error
criteria could come as in the form of Equation 5.

. 1o
MZnE:§;||0i—ti|| (5)

The proposed BP ANNSs always initialize its weight
randomly. The gradient of the error function is
computed and used to modify these initial weights
recursively till best output results are reached. The

Temperature Data
Collection

Select suitable ANN
Structure oo

Use BP to tune

ANN weights
Model
Validation
l Model
Accepted

Fig. 2: Steps of the modeling process using ANN

BP algorithm is used to find a local minimum of the
error function. The function E can be minimized
using iterative process-based gradient descent as a
function of the ANN weights w1,...,w;;5 =1,...,m.
m is the total number of weights in the ANN. The
weights are updated with amount A computed as
given in Equation 6.

AE:(aE oE 8E)

— ey 6
Owy’ Ows Ow, (6)

Each weight is updated using the increment Aw;
as given in Equation 7.

AFE
Awi:—'yA—w,izl...7m (7)

where + represents learning constant, i.e., a
proportionality parameter which defines the step
length of each iteration in the negative gradient
direction.

2.3 Genetic Programming

GP is an evolutionary algorithm which is inspired by
the principles of Darwinian evolution theory and
natural selection [23,24]. GP helps developing a
mathematical model of nonlinear systems by the
optimization of a tree structure. The proposed tree
structure always with variable length depending on
the complexity of the function to be modeled. The
tree consists of a set of nodes. These nodes are with
different types. For example, it could be terminal or
functional nodes. Other nodes are located inside the
tree structure with various characteristics. An
example of a tree structure of GP is shown Figure 3.
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Fig. 3: Example of basic tree representation in GP.
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Fig. 4: Main loop of the GP [16]

GP algorithm as any evolutionary computation
algorithm has a population of size n, which is chosen
arbitrary based on the problem at hand. In Figure 4,
we show the evolutionary process of GP. GP evolves
computer programs that model complex nonlinear
systems. Traditionally, J. Koza suggested LISP
programs. LISP makes GP more flexible to deal with
various data and structures for model manipulation.
GP was used to solve diversity of problems in
manufacture  process modeling  [25,26,27,16],
identification of chemical processes [28], detection of
diabetes [29], prediction of stock exchange [30,31],
river flow prediction [3], surface ozone prediction
[32], software effort estimation [33] and many others.

Symbolic regression is one of the most famous
modeling techniques which are similar to traditional
regression modeling. Multi-gene symbolic regression
GP is unlike traditional regression analysis in which
the user needs to decide upon the required model
structure specification and then estimate the
parameters from the input-output data. MG-GP has
the ability to automatically evolve both the model

structure and the parameters of the model
parameters. One of the most interesting features of
the MG-GP model is that it can include both linear
and non-linear terms. MG-GP also use symbolic
regression technique to estimate the model
parameters. MG-GP approach used multiple tree
structure to evolve a model in the format presented
in Figure 5. The prediction of the ¢ training data is
given by:

g=bo+biT1+ - +bcTla (8)

where T is the (N) vector of outputs from the
ith tree/gene comprising a multi-gene individual.

3 Model Acceptance and Evaluation

In order to check the prediction output performance of
the developed models a number of criteria are adopted
as follows:

—R? - goodness of fit (coefficient of determination)

S (0 —7i)?
\/Z?:l (i —70)% + 22121 (0 — vi)?

—RMSE - root mean-squared error

R?=

9)

(10)
—MAE - mean-absolute error
1 n
MAE ==y~ (11)
i=1
—SSE - sum of squared errors
n
SSE=3"(y )’ (12)
i=1
—MSE - mean squared error
1 n
MSE=—3 (y—1)° (13)
i=1

where ¢ is the actual temperature, ¢ is the
predicted temperature based on n measurements.

4 Materials and Method

This study is based on data recorded by the air
temperature system at Weather Underground [35].
This dataset contains the real-time observation of
the weather temperature in Mumbai, India (map
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Fig. 5: Multigene symbolic regression model [34]

shown in Figure 6) from January 2009 to December
2009. The dataset contains many attributes such as
Temperature (T), Dew Point (C), Humidity (%), Sea
Level Pressure (hPa), Visibility (km), Wind Speed
(km/h), and Precipitation (cm). In this study, we
specify the proposed input and output variables used
to develop the temperature prediction models. We
used 365 measurements to develop the models, 255
were used as training data and 109 as testing data
set. The selected attributes (i.e., inputs) are given in
Table 1. A statistical measurement of the selected
variables input and outputs are given in Table 2.
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Fig. 6: Mumbai on Indian Map

5 Experimental Results

In this section, we plan to provide the results of three
developed models for estimating the temperature in
Mumbai, India.

Table 1: Inputs and output variables for the
Temperature model
Inputs | Dew Point (C) z1
Humidity (%) z2
Sea Level Press. (hPa) | z3
Visibility (km) z4
Wind Speed (km/h) z5
Output | Temp. (T) y

5.1 Prediction-based Regression Model

The values of the regression model parameters are
estimated using LSE method to produce the values
of the parameters as given in Equation 14. The
observed and estimated temperature using regression
model in both training and testing cases are shown
in Figure 7.

y = 0.9571z; — 0.2806822 —0.12688x3 — 0.18474x4
— 0.031773x5 — 156.19 (14)

5.2 Prediction-based ANN Model

A Feed Forward ANN model is trained using BP
learning algorithm to develop a temperature model.
The network consists of one input layer, one hidden
layer, and one output layer, respectively. The input
layer has five neurons, the hidden layer has 15
neurons and the output layer has one neuron. The
observed and estimated output temperature in both
training and testing cases are presented in Figure 8.
The convergence of the ANN over 300 epochs is
shown in Figure 9.

5.3 Prediction-based MG-GP Model

To develop our multi-gene GP model, some
parameters have to be tuned first before we start the
evolutionary process. These parameters include the
population size, selection mechanism, crossover and
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Table 2: Statistical measurement of the selected variables

Min | Max | Mean | Std
Dew Point 11 27 21.244 | 4.2066
Humidity 31 98 67.608 | 15.136
Sea Level Press | 998 | 1017 | 1008.3 | 3.5781
Visibility 2 6 3.4932 | 1.0126
Wind 3 24 10.592 | 4.1172
Temperature 23 34 28.603 | 1.9396
a5 Observ‘ed and Estim‘ated Temp. L‘Jsing Regres‘sion - Training Case 35 Observ‘ed and Estin}ated Temper‘ature Using {-\NN - Training Case

— Observed
—-—- Estimated

30 .
25 .
20 I I I I I
0 50 100 150 200 250 300
Days
35 Observed and Estimated Temp. Using Regression - Testing Case
T T T T T
— Observed
—-—- Estimated
30 .
251 .
20 I I I I I
0 20 40 60 80 100 120

Days

Fig. 7: Observed and Estimated Temperature Using
Regression Model

mutation probabilities, the maximum number of
genes allowed to constitute the multi-gene and many
others. User has to setup the maximum number of
genes Giqr Where a model is allowed to have. These
setup parameters are presented in Table 3. MG-GP
is using a tree structure to represent the
temperature model. For the tree we need to setup a
maximum depth  Dj,q,. Although this depth
restricts the domain of search for the best model, it
is important such that the MG-GP model will not be
very complex for the user. The adopted function set
to develop the GP model is shown in Table 3.

5.3.1 GPTIPS Toolbox

In this research, we adopt a MATLAB software
toolbox called Genetic Programming & Symbolic
Regression for MATLAB (GPTIPS) toolbox [34] to
develop our results. GPTIPS is an open source
genetic  programming toolbox for multi-gene
symbolic regression. This software tool offers a
number of suitable functions for exploring the

— Observed
—-—- Estimated

30

25

20 I I I I I

0 50 100 150 200 250 300
Days
35 Observed and Estimated Temperature Using ANN - Testing Case
T T T T
— Observed
—-— Estimated

30+ M. - s 1

20 I I I I I

Days

Fig. 8: Observed and Estimated Temperature Using ANN
Model

Table 3: GP Tuning Parameters

Population size 250
Number of generations 150
Selection mechanism Tournament
Tournament size 25
Max. tree depth 4
Probability of crossover 0.84
Probability of mutation 0.14
Number of inputs 5
Max. genes 5
Function set X, +, -
Constants range [-10 10

population of possible models, thus examining model
behavior, post-run a model simplification function
and export the model to a number of formats, such
as graphics file, LaTex expression, symbolic math
object or standalone MATLAB file [34]. One of the
main characteristics of GPTIPS is that it can be
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ANN convergence
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Fig. 9: Convergence of ANN for Temperature Forecasting

configured to evolve multi-gene individuals. Some
features can be summarized as follows [34]:

—Multiple tree (multi-gene) individuals.

—Tournament selection & lexicographic tournament
selection.

—Standard sub-tree crossover operator.

—Elitism.

—Early run termination criterion.

—Graphical population browser is showing best and
non-dominated individuals (fitness & complexity).

—Graphical summary of fitness over GP run.

—Six different mutation operators.

The generated five individual genes/model terms
are given in Table 4. Each gene includes its weighting
coefficient.

In Equation 15, we show the mathematical
equation evolved for index prediction using
multi-gene GP. Figure 10 shows the observed and
estimated temperature values based on the
developed GP model in both training and testing
cases. The performance measurements for the model
is computed and summarized in Table 5.

y = 0.014z123 — 0.578x2 — 0.33223 — 0.00722x1 22
— 12.7x1 +0.0033823 + 367.0 (15)

6 Some Observations

From the results obtained as shown in Figures 7, 8,
10 we can clearly see that the multi-gene GP model
is better at forecasting the temperature accurately
during the testing phase. This is also evident from

35 Observed and Estimated Temperature Using GP - Training Case
T T T T T

— Observed
—-—- Estimated

30

251}

20 | | | | |
0 50 100 150 200 250 300

Days

35 Observed and Estimated Temperature Using GP - Testing Case
T T T T T

— Observed
—-—- Estimated

301,

¢ ' ; ‘ ]

20 I I I I I

Days

Fig. 10: Observed and Estimated Temperature Using
Multi-gene GP Model

the results seen in Table 5. The advantage of this
model is that we can use Equation 15 to calculate
the temperatures which make it convenient for the
user to predict temperatures in the future. The R?
value for multi-gene GP model is higher than the
other two models which are good as this model
exhibits a higher degree of wvariability of the
predicted temperature data around its mean value.
The RMSE, MAE, SSE, and MSE values are much
lower for the multi-gene GP model which clearly
proves that this model is predicting the
temperatures with a high degree of accuracy.

7 Conclusion and Future Work

In this paper, temperature forecasting of Mumbai,
India is presented. We explored the wuse of
parametric and non-parametric techniques to solve
the temperature modeling problem. ANN is used to
build a nonlinear structure of the temperature
model. Meanwhile, Multi-gene Genetic Programming
is used to derive a mathematical formula for the
temperature. A comparison between these two
models and the traditional linear regression model is
presented. Multi-gene GP model clearly outperforms
the other two techniques. We plan to extend this
research to cover other trends of soft computing
methods.
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Table 4: The generated five individual genes/model

Term Value

Bias 367.0

Gene 1 | —0.343x3 —0.685

Gene 2 | 0.00676x1x2 —0.00338x3 + 0.00338:105

Gene 3 | —0.564x9

Gene 4 | —12.6x1

Gene 5 | 0.014z3 —0.014x9 — 0.014x1 — 0.014z1 22 + 0.014x1 23

Table 5: Evaluation results of the developed Regression, ANN and Multi-gene GP Models

Regression ANN GP

Training | Testing | Training | Testing | Training | Testing
R? 0.84128 | 0.76612 | 0.87204 [ 0.73796 | 0.86841 | 0.83262
RMSE 0.791 0.8692 0.71023 | 0.92005 | 0.72023 | 0.73533
MAE 0.61668 | 0.69809 | 0.54692 0.7739 0.52862 | 0.58582
SSE 159.55 82.35 128.63 92.267 132.27 58.937
Max. Absolute Error 3.2616 2.3797 2.2445 1.9349 3.7404 1.989
MSE 0.62569 | 0.75551 | 0.50442 | 0.84649 | 0.51873 | 0.54071
No. of samples 255 109 255 109 255 109
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