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1 Introduction Suppose thatf and g are in s#. We say thatf is
subordinateto g (or g is superordinateto f), written as
Let .7 be the class of functions which are analytic in the follows:
openunit disk )
f<g in U or f(z0<9(2 (zeU),

U:={z:zeC and |7 <1}. ) . . L -
{ 12 } if there exists a functiow € .77, satisfying the conditions

Also let of the Schwarz lemma, namely
Alan  (neN:={1,23.-};acC) w(0)=0 and |w(z)|<1l (zeU)
such that

be the subclass of the analytic function clagsconsisting
of functions of the following form: f(2) =g(w(®@) (zeD).
It follows that
f(z) =a+an?' +an12" ™+ (ze).

Let.r (C ) be the class of functions which are analytic f(z) <g(z) (zeU)= f(0)=g(0) and f(U)cg(U).
in U and have theormalizedTaylor-Maclaurin series of
the form: In particular, if g is univalentin U, then the reverse
implication also holds true (see, for detail$1]).
f(2) =2+ ianzn (ze ). ) The. cqncept of_ diffgrential_ 'sul')ordin.ation is a
& generalization of various inequalities involving complex
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variables. We recall here some more definitions andthe Hurwitz Zeta function given by
terminologies from the theory of differential
subordination and differential superordination. {(U,b)=@(1,u,b),

Definition 1. (see [I]) Let ¢ : C*xU — C and the Lerch Zeta function given by
suppose that the functioln(z) is univalent inT. If the

function p(z) is analytic inU and satisfies the following 09 = (ezmﬁjujl) (9 €R; O(u) > 1),
third-order differential subordination:

W(p(2),208(2),2p"(2.2p"(2);2) <h(2), (2

then p(z) is called a solution of the differential
subordination %). Furthermore, a given univalent 5,450 on (see, for further detailsd).

functionq(z) is called adominantof the solutions of the Srivastava and Attiyall] considered the following
differential subordination2) or, more simply, a dominant ,,rmalized function:

if p(z) < q(z) for all p(z) satisfying(2). A dominantq(z)

that satisfies)(z) < q(z) for all dominantsg(z) of (2) is

the Polylogarithm function given by

Liy =2z®(z u,1),

said to be théest dominant Rub(2) = (1+ b)“[ (z U, b) —bH]
Definition 2. (see R3]) Lety:C*xU — C and let _ b+1
the functionh(z) be univalent inU. If the function p(2) -t 22 b-+n (zel). )
and
w(p(2).2P(2),2p"(2),2p"(2);2) By making use oR,, (2), they introduced the widely-

, ) investigated operatal, , : &/ — <7, which is defined in
are univalent inU and satisfy the following third-order {omg gf convoﬁution gébfollows:

differential superordination:

b+1
h(z) < ( le Zzp// Zsp///( 2); ) 3) Jubf(@ =Ryp(@=*Tf(2) =2+ ;<b+n> anZ" (ze ).
(6)
then p(z) is called a solution of the differential The operator),,f(z) is now popularly known in the
superordination given bya}. An analytic functiong(z) is literature as the Srivastava-Attiya operator. Various

called asubordinantof the solutions of the differential applications of the Srivastava-Attiya operadqr, f (z) are
superordination given by 3f (or, more simply, a found in [4,6,7,8,13,18,20,24] and in the references
subordinant) ifg(z) < p(z) for all p(z) satisfying @). cited in each of these earlier works.
From ), it is clear that

A univalent subordinar(Z) that satisfies)(z) < §(z)
for all subordinantsy(z) of (3) is said to be thebest 2J11pf(2) = (b+1)Jupf(2) —bu1pf (2. (7)
subordinantof the differential superordination given by
(3). We note that both the best dominant and the bestor suitable choices of the parameters involved, the
subordinant are unique up to rotation df. The  above-defined operatod,f(z) yields various other
monograph by Miller and Mocanull] and the more linear operators which are introduced in earlier works.
recent book of Bulboac&] provide detailed expositions For example, we have
on the theory of differential subordination and differanti .
superordination. 1. Jopf(z) = f(zz),

With a view to defining the Srivastava-Attiya operator, 2. Jiof( ):/ @dt:. Af(2);
we recall here the general Hurwitz-Lerch Zeta function, ’ 0
which is defined by the following series (see, for example, 3. Inf(2) = 1+’7/ 71 (t)dt = Ipf(2)

1
H (n>-1;
1) b s _7Z 4 4. Joaf(zd=2z+ § (i)aanz”—'lof(z)
(Zu, )—;m (4) + Yol Eo\nr1 :
" (o >0),
(b€ C\Zq; p&C whenze U D(u) > 1 whenze o), where®((f) andJ, are the integral operators introduced
whereZ, denotes the set of non-positive integers. by Alexander and Bernardi, respectively, dfdf) is the
Special cases of the functio®(z u,b) include, for  Jung-Kim-Srivastava integral operator which is closely
example, the Riemann Zeta function given by related to the multiplier transformation studied by Flett.
For further details, we refer the interested reader to the
(p)=o(1,u,), earlier work [L3].
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Definition 3. (see[l]) LetQ be the set of all functions
g that are analytic and univalent &h\ E(q), where

B0 - {&:Ecousimia@l =} @
and are such that mjg'(¢)| = p > 0 for £ € dU \ E(q).

Further, let the subclass @@ for which q(0) = a be
denoted byQ(a) with

whenever
ot o= 22 0 (1) < o (),
and

whereze U, { € dUandm=>n= 2.

0) = and 1) =Qq. 9
010y =0 U= ®) Lemma2. (see P3)) Let p € J[an with
The subordination methodology is applied to ¥ € %;[Q,q. If the function
appropriate classes of admissible functions. The
following class of admissible functions is given by Y(p(2),zp(2) 20" (2),29"(2);2 2)

Antonino and Miller fL].

Definition 4. (see []) Let Q be a set inC. Also let
ge Q andn e N\ {1}, N being the set of positive
integers. The class#,[Q,q] of admissible functions
consists of those functiong/ : C* x U — C, which
satisfy the following admissibility conditions:

Y(rstuz) €Q
whenever

{q"'(¢)
q({)

r=a(Q), s=Kd(2), 0(5+1) 2k0 (

E o2 <Z2q///(z))
D(S):kD q@) /)’
whereze U,{ € 0U\ E(q) andk 2 n.

)

and

Lemmal below is the foundation result in the theory
of third-order differential subordination.

Lemmal. (seell]) Letpe #[an] withn=2and
g € Q(a) satisfying the following conditions

{q"({) zd(2)
D(d@)) q()

where z= U, { € dU\ E(q) and k= n. If Q is a setinC,
q" € LIJH[Q7q] and

>

and <Kk,

¥ (P(2),28(2),2p"(2).29"(2);2) C Q,
then
P2 <aq2  (zel).
Definition 5. (see R3]) Let Q be a setinC. Also let

g € [an] and d(z) # 0. The class ¥;[Q,q] of
admissible functions consists of those
Y : C*x U — C that satisfy the following admissibility
conditions:

Yrstul)eQ

is univalent inU and pe Q(a) satisfying the following
conditions

ch’(z))

O >0
(d@ -
where ze U, { € dU and m= n > 2, then

ﬁ 22 p//

and

Qc{y(pz ,.22p"(2);2) : € U},

implies that

A2 <px (zel).

The notion of the third-order differential
subordination can be found in the work of Ponnusamy
and Junejal4]. The recent works by Tanet al. (see, for
example, 2] and [23]; see also J]) on the third-order
differential subordination attracted many researchers in
this field. For example, se®,0,10,12,14,15,21,22,23].

In the present paper, we investigate suitable classes of
admissible functions associated with the SrivastavayAtti
operator], ,f(z) and derive sufficient conditions on the
normalized analytic functiorf such thatSandwich-type
subordinatiorof the following form holds true:

hi(2) <9 (f) < q2(2)

whereqy, g2 are univalent iy and? is a suitable operator.

(ze D),

2 Results Related to the Third-Order
Subordination

In this section, we start with a given s& and a given
functionq and we determine a set of admissible operators
 so that @) holds true. For this purpose, we introduce

functionsthe following new class of admissible functions which

will be required to prove the main third-order differential
subordination theorems for the operafigr, f(z) defined

by (5).
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Definition 6. Let Q be a setinC andq € Qo 7%. The

class©;[Q,q] of admissible function consists of those

functions @ : C* x U — C that satisfy the following
admissibility conditions:

o(a,B,y,0,2) £ Q
whenever
ko b
a=qq), p="AELTA

y(b+1)? - b?a 29"(Q)
- <<B<b+1>—ba> ‘2b> =k ( 1) “)

and
3(b+1)3 — y(b+1)2(3b+3) + b2a(3+ 2b)
D< B —a) ) +3b2+6b+2>
5 ZZq///(Z)
20 (SR

whereze U, { € JU\ E(q) andk = 2.

Theorem1 Letge 05[Q,q. If the function fe .7 and
g € Qo satisfy the following conditions

{9"(Q) Jupf(2)
. ( qQ) ) =0
and

q({)
{0(3us10f(2),Jupf(2), Ju-16(2),Iu—2pf(2);2) :ze U} C Q,

<k  (10)

and

30+ 3)t+ (30% + 3b+ 1)s+ br
(b+1)3

o(r,s,t,u) = u+( . (A7)

Let

Y(rst,u)=g@(a,B.y.5,2)

-~ ( s+br t+(2b+1)s+b2r u+(3b+3)t+(3b2+3b+1)s+b3r_Z)
Tbt1’ (b+12 (b+1)3 v

(18)

The proof will make use of Lemmh Using the equations
(12) to (15), and from the equatiorlg), we have

(p2.28 2.2 @.29" 2:2) = 0 (Y4151 @I p 1Dy _1pf DIy 2p1@52).  (19)
Hence, clearly,11) becomes
¥ (p(2),28(2),2p"(2),2p"(2);2) € Q.
We note that

2 2
S*1= %—%
and
u_ 3(b+1)3—y(b+1)*(30+3) +b*a(3+2b)
s (b(B—a)+B) '

Thus, clearly, the admissibility condition fgre ©;(Q, q]

in Definition 6 is equivalent to the admissibility condition
for ¢ € Y£[Q,q] as given in Definition4 with n = 2.
Therefore, by usingl(0) and Lemmadl, we have

Jur1pf(2) <a(2).

(11)
then :
This completes the proof of Theorein
Jwf@=<ad  (zeU). P P
] ] ) ] Our next result is a consequence of Theofefar the
Proof. Define the analytic functiop(z) in U by case when the behavior qfz) ondU is not known.
P(2) = Jus1pf(2). (12) Corollaryl Let Q c C and let the function g be
. univalent inU with ¢(0) = 0. Let ¢ € ©;[Q,q,] for some
From equation) and (L2), we have p € (0,1), where g(2) = q(pz). If the function fe o7
and g, satisfies the following conditions
_ z0(29) +bp(2)
Il (@)= 1) g [
b+1 D( q(f"(Z) > >0, gf’“()z) <k (zeU;k=2;{ € dU\E(gp))
By a similar argument, we get ’ ’
2 ) and
P’'(2) + (2b+1)zp(2) + b°p(2)
Ju-16(2) = b+ 1)? (14) ®(Jus10f(2), Iupf(2),Ju-16f(2),Ju—20f(2);2) € Q,
then
and
o oy i S Jur1pf(@d <92 (ze ).
"(z) + (3b+3)Z°p”(z) + (3b*+3b+1)zp(2) + b3p(2) .
Ju-2pf(2) = br1)? %205 proof, By applying Theoren, we get
Define the transformation fro@* to C by Ju+16f(2) < A (2) (zeU).
s+ br The result asserted by Corollatyis now deduced from
a(rstuy=r,  B(rstu) = il the following subordination property
z) <Q(z ze U).
t+ (204 1)s+ b % (2 =q() ( )
y(rstu) = (b+1)2 (16) " This completes the proof of Corollaty
(@© 2018 NSP
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If Q # C is a simply-connected domain, then
Q = h(U) for some conformal mapping(z) of U onto
Q. In this case, the clag8;[h(U), q] is written asO;[h, q].

In view of Definition 6, and in the special case when
g(z) = Mz (M > 0), the class@;[Q2,q] of admissible
functions, denoted b@;[Q,M], is expressed as follows.

This leads to the following immediate consequence of

Theoreml.

Theorem 2 Let @ € Oy[h,q]. If the function fe .« and
g € Qo satisfy the following conditions

q"'(Q) Jupf(2)
- < q({) ) =0
and

q({)
¢(Ju+l,bf (2),upf(2),Iu-161(2),Jy—2p1(2); Z) =< h(2),
(21)

<k

= )

(20)

then

Jur1pf(2) <a(2) (ze ).

The next result is an immediate consequence of

Corollary1.

Corollary2 Let Q ¢ C and let the function q be
univalent inU with g(0) = 0. Also lety € O;[h,qp] for
somep € (0,1), where g(z) = q(pz). If the function
f € o7 and g, satisfy the following conditions

¢a;(0)
. ( a,(Q) > .
and

®(Jus16f(2),dupf(2),du—16f(2),Iu—20f(2);2) < h(2),

then

JIJAbf(Z)
a,({)

<k (zeU; k=2; L €0U\E(qp)),

Jur1pf(2) <a(2) (ze ).

The following result yields the best dominant of the

differential subordination1).

Theorem 3 Let the function h be univalent . Also let
@:C*x U — C andy be given by18). Suppose that the
following differential equation

¥(a(2).2d(2).29"(2).2°q" (2);2) = h(2),

has a solution ¢(z) with g(0) = 0, which satisfies the
condition (10). If the function fe o satisfies the
condition(21) and if

@(u+167(2), 3 (2), Ju-161(2), Ju-2b1(2);2)

is analytic inU, then

(22)

Juripf(2) <a(2  (zeD)

and 2) is the best dominant.

(I?)efgigitl&m 7. LetQ be asetinC andM > 0. The class
J 3
functionsg : C* x U — C such that
o (k+b)Me® L+[(2b+1)k+b?Me®
¢<Mé9’ b.+1 (b+1)?

N+ (30+3)L + (307 + 3b+ 1)k + b*]Me?
b+1p 'Z> #Q

(23)

whenever € U,
O(Le %) > (k—1)kM

and

0 (Ne’ig) >0 VOeR; k=2).

Corollary 3 Let ¢ € ©;[Q,M]. If the function fe o
satisfies the following conditions

Jupf(@| kM (zeU; k=2, M >0)
and

@ (Jus16f(2),Jup (2, Iu-161(2),Ju—20f(2);2) € Q,

then
|Jur1nf ()] <M.

In the special case whe@ = q(U) = {w: |w| < M},
the class9;[Q,M] is simply denoted byp;[M]. Corollary
3 can now be rewritten in the following form.

Corollary4 Let @ € ©;[M]. If the function fe o/
satisfies the following conditions

Jupf(@| SkM  (zeU; k=2; M > 0)
and
19us16(2), Iupf(2), 16 (2), 26 (2);2 <M,

then
|Jur1nf ()] <M.

Corollary5 Letk=2 0+# u e C and M> 0. If the
function fe .« satisfies the following conditions

Jubf(2)] = kM

and
Proof. From Theorend, we see thag is a dominant of B M
(212). Sinceq satisfies 22), it is also a solution of Z1). ‘J‘“bf(z) J“*“’f(z)‘ < [b+1|
Thereforegq will be dominated by all dominants. Henge h
is the best dominant. This completes the proof of Theorenfn€n
3. |‘Ju+l,bf(z)| <M.
@© 2018 NSP
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Proof. Let
o(a,B,y,0,2)=pB—qa and Q=h(),
where M2
h(z) = brd (M > 0).

Use Corollary3, we need to show that € ©;[Q,M], that
is, that the admissibility conditior2@) is satisfied. This

follows readily, since it is seen that
| (k=1Me? M
|(p(V7W7X7va)|_‘ b+1 = |b+1|

wheneverz € U, 6 € R andk = 2. The required result
now follows from Corollary3. This completes the proof
of Corollary5.

Definition 8. Let Q be a setinC andge Q1N 24. The
class®;1[Q,q] of admissible functions consists of those

functions @ : C* x U — C that satisfy the following
admissibility condition:

@(a,B,y,0,2) ¢ Q
whenever
a—q@,  p-KIQLBDAQ)
(b+1)(y—a) {9"(Q)
(Bt 20 (G )

and

. (5(1+ b)2 —3y(b+2)(b+1)+3a(b+2)(b+1) — (1+b)%a
B-a

wea(£540),

+3b2+12b+11>

whereze U, { € 0U\ E(q) andk = 2.

Theorem 4 Letge ©;1[Q,q]. Ifthe function fe <7 and
g € Qs satisfy the following conditions

. (Zd’(Z)) Jupf (2
and

q(q) zq({)
{(p(JuH;f(Z) 1 Ju.bzf(z) ’ Ju—l;f(z> ’ Ju,z_;f(z) ;z) e U} co. (25

>

z <k

(24)

= )

From the equations] and @6), we have

3unt@ _ 2p(@)+ (b+1)p(@)
z b+1 '

(27)

By a similar argument, we get

Ju-10f(2) _ Zp"(2)+2P(2)(3+2b) + p(z)(1+Db)

z (b+1)?
(28)
and
Ju2f(2)  Zp”(2)+3(b+2)2p"(2) + (80*+ 9b+ 7)zP(2) + p(2) (b+ 1)3
z (b+1)3 '
(29)
We now define the transformation fro@f to C by
S+ (b+1)r
a(r,st,u)=r, rstu =————,
(rst.u) Blrst) = =g
t+(3+2b)s+ (b+1)%
r.s,t,u) = 30
y(a H ,U) (b+1)2 ( )
and
u+3(b+2)t+ (30°+ 9+ 7)s+ (b+1)%
3(r,st,u) = +3(b+2)t+ (3b°+ 9+ 7)s+ (b+1) .
(b+1)3
(31)
Let
B o S+ (1+b)r t+(3+2b)s+ (b+1)?r
wirstu = o(a.py.s2 —o(r o
u+3(b+2)t+(3(1;2++19)b3+7)s+(b+1)3r;Z> 32)

The proof will make use of Lemmh Using the equations
(26) to (29), and from 82), we have

lﬂ(p(Z),le(Z),Zzp”(Z),ZSpW(Z);Z) _ (P(leff(Z),J“bz“ZJ,J“ l_be(Z)’Ju Z_an(Z).Z

(33)
Hence the equatior2p) becomes
¢ (p(2),28(2),2p"(2),20"(2);2) € Q.

We also note that

to o BEDY=a) 5 4y

s B—a
and
u_ 8(1+b)2—3y(b+2)(b+1)+3a(b+2)(b+1)— (1+b)2a
s B—a

+30? +120+11

Thus, clearly, the admissibility condition for

@ € 031[Q,q in Definition 8 is equivalent to the

then ] f(2) admisgibility qondition fory € $5[Q,q as given in
p+1b <q(2) (ze U). Definition 4 with n = 2. Therefore, by using24) and
z Lemmal, we have
Proof. Define the analytic functiop(z) in U by Jus16f(2) <q2)
Jur1pf(2) ‘
p(2) = % (26)  This completes the proof of Theorem
(@© 2018 NSP
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If Q # C is a simply-connected domain, then
Q = h(U) for some conformal mapping(z) of U onto
Q. In this case, the clas®;1[h(U),q] is written as
©;1[h,q]. An immediate consequence of Theoreris
stated below.

Theorem 5 Letg < O;4[h,q]. If the function fe < and
g € Qg satisfy the following conditions

{q'(Q) Jupf(2)
(G2 = @
and
o <Ju+1;f(z) 7 Ju,bzf (2) ’ ‘]IJ—Lbe(Z) , J“‘Z’:f(z) ;z) <h(z),
(35)
then
J“L:f(z) <q(2) (ze ).

In view of Definition 8, and in the special case when
q(z) =Mz (M > 0), the classQ;1[Q,q] of admissible
functions, denoted b@; 1[Q,M], is expressed as follows.

Definition 9. Let Q be a setinC andM > 0. The class
©;1[Q,M] of admissible functions consists of those

functionsg : C* x U — C such that

w(MéQ,

N+ 3(b+2)L +[(30? + 9+ 7k + (b+ 1)°Me?
(b+1)3 '

(k+14+b)Me® L+[(3+2b)k+ (b+1)2]Me®?
1+b ’ (b+1)? ’

¢Q.
(36)
wheneverz € U,
0 (Le—“’) > (k— 1)kMm

and

Corollary 7 Let ¢ € ©;1[M]. If the function fe o
satisfies the following conditions

f
w <kM  (zeU; k=2;M>0)
and
0 Jut16f(2) Jupf(2) Ju-16f(2) Ju—2pf(2) A<m
Z b) Z b Z b Z ’ b)
then

Jus1pf(2) M

Definition 10. Let Q be a setinC and letq € Q1 N77.
The class@;,[Q,q] of admissible functions consists of

those functionsg : C* x U — C that satisfy the
following admissibility condition:

o(a,B,y,0,2) ¢ Q

whenever
_ 1 k{q'({)
a=d0). b=y (e + b+ Da0),
(14b)(By+2a%—3ap) q9"(¢)
D( B—a) >>kD< Q) “)
and

ul ((6— Y)(L+0)2By— (L+b)2(y—B)B(L—B—y+3a) ~3(b+1)(y—B)B+2(B ) +3(1+b)a(B —a)

24"Q) )

+(B-a)2(L+b)(B—a)(1+b)~3-4(1+b)a) +a? <1+b)2<5—n>> (B-a)t zkzﬂ( 0

whereze U, { € U\ E(q) andk = 2.

Theorem 6 Letge O;,[Q,]. If the function fe <7 and
g € Qq satisfy the following conditions

: Zd’(()) Ju-16f(2)
O(Ne'®) > R; k> 2). D( 20, |5 =K 37
(Ne?)z0  (veeRikz2) qQ) ASICETCd) 37)
Corollary 6 Let @ € ©;1[Q,M]. If the function fe &/  zpg
satisfies the following conditions al® sl @ 3hanf(@ % st
ub z u—1b z u—2,b z u—3b Z) . .
Junf(2) {"’<Ju+1,bf<z>’ 3ol @ "Jufl,bf<z>’Jufz,bf<z>'Z> 'ZGU}CQ’ 9
———| <kM (zeU; k=z2; M >0)
z then 30f(2
z
and Wb gz (ze).
Ju1nf@ Iupf@ Iu1pf(@) Ju2pf(2) Y107
1bT(Z bT(Z —1bT(Z —2b1(2)
‘P< H'Z - 7 : 7 : 7 ,z) €Q, Proof. Define the analytic functiop(z) in U by
then Jupnf(2)
=0 7 39
ot @] 0 1o (@ (39)
In the special case whe@ = g(U) = {w: [w| < M}, From the equationg’f and @9), we have
the class©;1[Q,M] is simply denoted by@©;i[M]. Ju-16f(2) 1 zp(2) A
Corollary6 can now be rewritten in the following form. Junf(@ T b+1) | p2 +(b+1)p(a)| = b+1 (40)
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By a similar argument, we get

J“,Z,bf (Z) L B

= 41
and
Ju-3pf(2) 1 ~1 ~1 22
* = B+B YC+A D-—AZC?)], (42
Jufz’bf(Z) b—l—l[ ( )] ( )
where
4 2
W P2+ HE (H8) ) bi12p()
(b+1)p(2) + —= + ;
) 5+ (b+1)p(2)
2p'(2) , 28(2) (z <z>)2
= + - +(b+1)zp(2)
p(2) p(2) (2)
and
_ 3@ P00 8@ ,(282\? 3@ ., (282)\°
=50 T e T p<z> 3<p<z>> P +2<p<z>>
+(b+1)zg(2) + (b+1)Zp"(2).
We now define the transformation fro@f to C by
1 s . E
a(r,s,;t,u)=r, B(r,s,t,u) = b1 [F—i—(b—i—l)r] = e
tis_(8)2
y(r,st,u):wll F+(b+1)r+ '+f$+<'<2):l<)?+l)s] 7% 43)

and
a(r,st,u) = %1 [F+FYL+EH-E2L?)], (44)
where
t s S\ 2
Li= (L4b)st o+ 2~ (7)
and
3 u s S\ 2 st
=Tt -3(0) -3(5)
S\ 3
+2(F) +(1+b)s+ (1+Db)t.
Let

Y(rstu) = o(a,B,y,62)
E F F4+FYL+EH-E22
_ (p( i G )). (45)

r’b+1’b+1’ b+1

The proof will make use of Lemmh Using the equations
(39) to (42), and from @5), we have

v (p(2.28(2.20' 2. 29" (2):2)

B ( Jupf(@ Ju-1pf(@ Ju2pf(2 Ju,&bf(z)_z)
B Jur1pf(@" Jupf(2) " Iu1pf(@ Ju2pf(@"/)

(46)

Hence the 38) becomes

( lj Zzp// Zsp///() ) c0.
We note that

t . ((1+b)(By+2a%—3ap)
st ( B-a) )

and

u_ [(6—v><1+b>213v—(1+b>2<v—ﬁ>;3<1—;3 i 3a)
31 1)(y— B)B+2(B—a)+ 3L+ b)a(B —a)
+(B—a)?>(1+b)((B—a)(1+b)—3—4(1+b)a)

a2(14b2(B—a)| - (B—a)

Thus, clearly, the admissibility condition for
@ € 032[Q.q] in Definition 10 is equivalent to the
admissibility condition fory € Y4[Q,q] as given in
Definition 4 with n = 2. Therefore, by using37) and
Lemmal, we have

Ju,bf (Z)
Jus1pf(2)

This completes the proof of Theoresn

<q(2 (ze ). (47)

If Q # C is a simply-connected domain, then
Q = h(U) for some conformal mapping(z) of U onto
Q. Inthis case, the clag3; 1 [h(U), q] is written simply as
O32[h,q]. An immediate consequence of Theordnis
now stated below without proof.

Theorem 7 Letg € ©;5[h,q]. If the function fe </ and
g € Qq satisfy the condition&37) and
< Jupf(@  Ju-16f(2) Ju-—20f(2) Ju—apf(@), ) ~h),
~]u+1,bf(z)7 Jupf(2) 7Ju—l.,bf(z) Ju- be(z)

(48)
then
Ju,bf (Z)

7\]u+17bf @ <q(2 (ze ).

3 Results Related to the Third-Order
Superordination

In this section, we investigate and prove several theorems
involving the third-order differential superordinatioarf

the operatod, ,f(z) defined in 6). For the purpose, we
consider the following class of admissible functions.

Definition 11. Let Q be a set inC and letq € .74 with
q(z) # 0. The class@j[Q,q] of admissible functions

consists of those functiong: C* x ZZ — C that satisfy
the following admissibility conditions:

o(a,B,y,0,{) €Q

(@© 2018 NSP
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whenever
a —q@).p - S LT,
yb+1?—bPa zd'(2)
D((f3<b+1>—ba> Zb) D(q(z) “)
and

5(b+1)3—y(b+1)%(3b+3)+b%a (3+2b) 2 1 zzq’”()
o BF—a)F) +30e0+2) < 0 (57 )

whereze U, € 0U andm= 2.
Theorem 8 Letpec 05(Q,q]. Ifthe function fe <7, with

Ju+1pf(2) € Qo, and if qe g with ¢ (z) # 0, satisfying
the following conditions

ch(z))

O >0,
( q(2) ) ~
and the function

@316t (2), b f(2), Ju-167(2), u—261(2);2),

is univalent inU, then

Jupf(2)
q(2)

<m

(49)

Q C {o(Iu+16f(2.Iupf(2),Iu-16(2),Ju—20f(2);2) :2€ U},
(50)
implies that
d(2) < Ju+1pf(2  (z€U).
Proof. Letthe functionp(z) be defined by12) andy by
(18). Sinceg € ©5[Q,q], from (19) and 60), we have

Q c{y(p(2),2p(2),2p"(2)

From (16) and (7), we see that the admissibility
condition for @ € ©;[Q,q] in Definition 11 is equivalent
to the admissibility condition fog € Y45[Q, q] as given in
Definition 5 with n = 2. Hencey € ¥[Q,q] and, by
using 60) and Lemma, we find that

,.22p"(2);2) :z€ U}.

A(2) < Js1pf(2  (z€U).

This completes the proof of Theore®n

If Q # C is a simply-connected domain, then
Q = h(U) for some conformal mapping(z) of U onto
Q. In this case, the clagdj[h(U),q] is written simply as

©)[h,q]. Theoren? follows as an immediate consequence

of Theorens.
Theorem 9 Let @ € ©j[h,q] and let h be analytic irU.

is univalent inU, then

h(z) < (p(Ju+1,bf(Z)a\]u,bf(z)aJu—l,bf(Z)aJu—z,bf(Z);(Z) )
51
implies that

A(2) < Jut16f(2) (ze ).

Theorems8 and 9 can only be used to obtain
subordination  for the third-order differential
superordination of the formbQ) or (51). The following

theorem gives the existence of the best subordinant of

(51 for a suitablep.

Theorem 10 Let the function h be univalent ivi and let
@:C*x % — C and lety be given by 18). Suppose that
the following differential equatian

¥(a(2).2d(2).2d"(2), 29" (2);2) =h(2)

has a solution ¢g) € Qo. If the function fe &, with
Ju+1pf(2) € Qo and if ge g with ¢ () # O, satisfying
the conditiong49) and

qo(‘]IJJrl,bf (Z)v‘]/.l,b f (Z)v‘JlJfl,bf (Z) ) J[,172,b f (Z), Z) )
is analytic inU, then

h(2) < @(Iu+161 (2, Jubf(2), Ju-161(2), Ju—201(2):2)

implies that

(52)

d(2) < Ju+1bf(2) (ze )

and (2) is the best dominant.

Proof. By applying Theorem8 and Theorem9, we

deduce thaty is a subordinant of¥1). Sinceq satisfies
(52), it is also a solution of%1) and, thereforeg will be

subordinated by all subordinants. Hengeis the best
subordinant. This completes the proof of TheorEin

Definition 12. Let Q be a set inC and letq € J# with
d'(z) # 0. The classO;,[Q,q] of admissible functions

consists of those functiong: C* x  — C that satisfy
the following admissibility condition:

o(a,B,y,5,{)eQ

whenever
S L GRS
(b+1)(y—a) zd'(2)
D( 5-a 2(1+b)) D(q() +1>
and

If the function fe < and J,, 15 (2) € Qo, and if qe /4 g (5(1+b)2,3y(b+2)(b+1l)3t?;a(b+2)(b+l)7(1+b)2a +3b2+1z)+11>
with d(z) # 0, satisfying the conditiong49) and the 24" (2)
function = FD( q(2 )
®(Jus167(2),upf(2),Iu—161(2), Ju—20(2);2), whereze U, Z € dU andm = 2.
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Theorem 11 Letp € ©,(Q,q]. If the function fe 7,

with 22'® ¢ @, and if qe 4 with q (2) £ 0, satisfying
the foIIowmg cond|tions

zq%a)

O >0,
( q@ ) ~
and the function

¢<Ju+1,bf(z) Jubf(2 Ju-16f(2) Ju—20f(2)

Jupf(2)
zd(2)

<m (53)

)

) ) )

V4 V4 4 V4

is univalent inU, then

oc {¢<Ju+1;f(z) i JIJAbe(Z) i Ju—l;f( ) . JIJ sz( ) Z) ze U} (54)
implies that
J f(z
a(z) < 7’“17: @ (ze U).
Proof. Let the functionp(z) be defined byZ6) andy by

(32). Sinceg € ©,[Q,q], we find from @3) and £4) that

Q c{y(p(2).2p(2),2p"(2)

From the equations30) and @1), we see that the
admissible condition fop € ©;,[Q, q] in Definition 12is
equivalent to the admissible condition fgr as given in
Definition 5 with n = 2. Hence ¢y € ¥[Q,q] and, by
using 63) and Lemma2, we have

Jur1pf(2)
z

,.22p"(2);2) :z€ U}.

q(z) < (zeU).

This completes the proof of Theoreli.

If Q # C is a simply-connected domain, then
Q = h(U) for some conformal mapping(z) of U onto
Q. In this case, the cla® ; [h(U),q] is written simply as

©),[h,q]. Theorem 12 follows as an immediate
consequence of Theorehi.

Theorem 12 Let ¢ € O),[h,q] and let h be analytic in

U. If the function fe o, with g€ 4 and d(z) # 0
satisfying the condition&3) and the function

¢<Ju+1,bf(z) Jupf(2) Iu-1pf(2) Ju2pf(2).

3 ) ) 'Z> )
is univalent inU, then

z z z z
Jui1pt(@D Jupf(2 Jp16f(2 Iy 2pf(2)
h(2)<(p(“+'z S e ;Z),

Definition 13. Let Q be a set inC andq € /7 with
d'(z) # 0. The class®;,[Q,q] of admissible functions

consists of those functiong: C* x ZZ — C that satisfy
the following admissibility condition:

o(a,B,y,5,{) € Q

whenever
a=a. p-grg(Eag+b+Da0).
(14 b)(By+ 202 3ap) 2q/(2)
D( B—a) )m (q@)+0
and

D((6—y><1+b>213v—<1+b>2<v—ﬁ>13<1—;3—y+3a>
3 1)(y—B)B+2(B—a)+ 3L+ b)a(B —a)
+(B—a)?(1+b)((B—a)(1+b)—3—4(1+b)a)
w(1eb(B-a)) - (0-a) = o (F2),

(2)
whereze U, { € U andm = 2.

Theorem 13 Let ¢ € ©),[Q,q]. If the function fe 7,
‘JU bf

with 5 € Q1 and if qe 24 with d () # 0, satisfying
the foIIowmg conditions
zq/(z)) Ju-1pf(2)
0 =0, —————|<m 55
(Ge)20  |3am|=m 69

and the function

( Jupf(2 Ju16f(2) Ju2b6f(2) Ju3pf(2) 'z)
Ju+16T(@)" Jupf(2 " Iu-167(2)" Ju—26f(2)’
is univalent inU, then
Jubf(@  Ju-16f@ Ju2bf(@ Ju-3pf(@). ) .
Qc{o(g St doergi2) 12€ U)
(56)

implies that

Jupf(2)

—_— ze U).

Jur1pf(2) ( )
Proof. Let the functionp(z) be defined by39) andy by

(49). Sinceg € 0;,[Q,q], we find from @46) and £6) that
Q c{y(p(2),20(2),2p"(2),2p"(2);2) : z€ U}.

From the equatlons46) and @4), we see that the
admissible condition fop € ©),[Q, q] in Definition 13is
equivalent to the admissible condition fgr as given in
Definition 5 with n = 2. Hencey € ¥[Q,q] and, by
using 65) and Lemma2, we have

implies that ) 3bf(@) e
Jur1pf(2) Jur1pf(2)
q(z) < ——=—=  (ze D). ,
z This completes the proof of TheoreliB.
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Theorem 14 Let ¢ € O),[h,q]. If the function fe <

and infi;% € Qq, with g€ 74 and d(2) # 0, satisfying

the conditiong55) and the function

( Jupf(2) Ju-16f(2) Jy—2pf(2) Ju—37bf(z).z>
Jur16f(2) Jupf(2) " Iu—16f(2) Ju—2pf(2" /)’
is univalent inU, then

Jupf(@  Ju1pf(@d Ju2pf(@ Iy 3pf(2).
h@z) <o <Ju+l,bf(z)’ 30T @ J1pT(@) Jy727bf(z)'z)
(57)
implies that
Ju b f (Z)
—_— zeU).
Jur1pf(2) ( )

4 A Set of Sandwich-Type Results

By combining Theorem& and9, we obtain the following
sandwich-type theorem.

Theorem 15 Let hy and g be analytic functions irfU.
Also let b be univalent function ifty and ¢ € Qg with

01(0) =02(0)=0 @ € O3[hz,02] NO)[ha,qa].

If the function fe o7, with J,,1pf(2) € QoN 7% and the
function

(161 (2, Jupf(2),Ju-16(2),Iu—201(2);2).

is univalent inU, and if the conditiong10) and (49) are
satisfiedthen

h1(2) < @(Jur16f(2), Jun (2, Iu-16F(2), Iu-25f(2):2) <h2(2)
implies that
01(2) < Jur1pf(2) <qe(z)  (zeU).  (58)

If, on the other hand, we combine Theorebrend12,
we obtain the following sandwich-type theorem.

and

Theorem 16 Let hy and g be analytic functions ifU.
Also let b be univalent function ifty and ¢ € Q1 with

q1(0)=02(0)=1

If the function fe o, with 2222 ¢ @, 17 and the
function

0 (Jqul,bf(Z) Jubf(2 Jy—1pf(2) Ju—2pf(2) 'Z)
is univalent inU, and the conditiong24) and (53) are
satisfiedthen

and @€ 0y1[hy,02]NO; 1 [hy, ).

4 4 V4 V4

(2) < o (2a2l?, el hesol@ heal@5)
implies that
J f(z
w@ <220 g @ev. (59

Finally, by combining Theorems and 14, we obtain
the following sandwich-type theorem.

Theorem 17 Let hy and g be analytic functions irfU.
Also let b be univalent functions iy and ¢ € Q1 with

a(0)=02(0)=1 and @€ O;2[hz,q2]NO) 5[y, q)-

. (2
If the function fe <, with m € Q1N .4 and the
function

Ju-16f(2) Ju—2pf(2) Ju—37bf(z).z>
Jubf(@ " Iu-16f(2 Ju2bf(2" )"

qo( Junf(2)
Jur1pf(2)’

is univalent inU, and the conditiong37) and (55) are
satisfiedthen

301 @  Ju1f@ Jyanf@ Jyanl(@).
h(2) < ¢ (mef(zw RNIC] ’Jufl‘bf@’Jufz,mz)'z) <h(2)

implies that

Jupf(2)
Jus16f(2)

g1(2) < < (2 (ze D). (60)

5 Perspective

In our present investigation, we have made use of the
linear operator introduced and studied by Srivastava and
Attiya [16], to systematically investigate several suitable
classes of admissible functions. We have presented the
dual properties of the third-order differential
subordinations. As consequences of some of our main
results, various sandwich-type theorems are established
for a class of univalent analytic functions involving the
celebrated Srivastava-Attiya transform. We have also
indicated relevant connections of the new results
presented in this article with those that were considered in
earlier works.
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