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1 Introduction

Let H be the class of functions which are analytic in the
openunit disk

U := {z : z∈C and |z|< 1}.

Also let

H [a,n] (n∈ N := {1,2,3, · · ·}; a∈ C)

be the subclass of the analytic function classH consisting
of functions of the following form:

f (z) = a+anz
n+an+1z

n+1+ · · · (z∈ U).

Let A (⊂H ) be the class of functions which are analytic
in U and have thenormalizedTaylor-Maclaurin series of
the form:

f (z) = z+
∞

∑
n=2

anzn (z∈U). (1)

Suppose thatf and g are in H . We say that f is
subordinateto g (or g is superordinateto f ), written as
follows:

f ≺ g in U or f (z) ≺ g(z) (z∈ U),

if there exists a functionω ∈ H , satisfying the conditions
of the Schwarz lemma, namely

ω(0) = 0 and |ω(z)|< 1 (z∈ U)

such that
f (z) = g

(

ω(z)
)

(z∈ U).

It follows that

f (z)≺ g(z) (z∈U)=⇒ f (0)= g(0) and f (U)⊂ g(U).

In particular, if g is univalent in U, then the reverse
implication also holds true (see, for details, [11]).

The concept of differential subordination is a
generalization of various inequalities involving complex
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variables. We recall here some more definitions and
terminologies from the theory of differential
subordination and differential superordination.

Definition 1. (see [1]) Let ψ : C4 × U −→ C and
suppose that the functionh(z) is univalent inU. If the
function p(z) is analytic inU and satisfies the following
third-order differential subordination:

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

≺ h(z), (2)

then p(z) is called a solution of the differential
subordination (2). Furthermore, a given univalent
functionq(z) is called adominantof the solutions of the
differential subordination (2) or, more simply, a dominant
if p(z) ≺ q(z) for all p(z) satisfying(2). A dominantq̃(z)
that satisfies ˜q(z) ≺ q(z) for all dominantsq(z) of (2) is
said to be thebest dominant.

Definition 2. (see [23]) Let ψ : C4×U−→ C and let
the functionh(z) be univalent inU. If the function p(z)
and

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

are univalent inU and satisfy the following third-order
differential superordination:

h(z)≺ ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

, (3)

then p(z) is called a solution of the differential
superordination given by (3). An analytic functionq(z) is
called asubordinantof the solutions of the differential
superordination given by (3) (or, more simply, a
subordinant) ifq(z)≺ p(z) for all p(z) satisfying (3).

A univalent subordinant ˜q(z) that satisfiesq(z) ≺ q̃(z)
for all subordinantsq(z) of (3) is said to be thebest
subordinantof the differential superordination given by
(3). We note that both the best dominant and the best
subordinant are unique up to rotation ofU. The
monograph by Miller and Mocanu [11] and the more
recent book of Bulboacă [2] provide detailed expositions
on the theory of differential subordination and differential
superordination.

With a view to defining the Srivastava-Attiya operator,
we recall here the general Hurwitz-Lerch Zeta function,
which is defined by the following series (see, for example,
[17]):

Φ(z,µ ,b) =
∞

∑
n=0

zn

(b+n)µ (4)

(

b∈ C\Z−
0 ; µ ∈ C when z∈ U; ℜ(µ)> 1 when z∈ ∂U

)

,

whereZ−
0 denotes the set of non-positive integers.

Special cases of the functionΦ(z,µ ,b) include, for
example, the Riemann Zeta function given by

ζ (µ) = Φ(1,µ ,1),

the Hurwitz Zeta function given by

ζ (µ ,b) = Φ(1,µ ,b),

the Lerch Zeta function given by

ℓµϑ = Φ
(

e2π iϑ ,µ ,1
)

(

ϑ ∈ R; ℜ(µ)> 1
)

,

the Polylogarithm function given by

Li µ = zΦ(z,µ ,1),

and so on (see, for further details, [19]).
Srivastava and Attiya [16] considered the following

normalized function:

Rµ,b(z) = (1+b)µ [Φ(z,µ ,b)−b−µ ]

= z+
∞

∑
n=2

(

b+1
b+n

)µ
zn (z∈ U). (5)

By making use ofRµ,b(z), they introduced the widely-
investigated operatorJµ,b : A → A , which is defined in
terms of convolution as follows:

Jµ,b f (z) = Rµ,b(z)∗ f (z) = z+
∞

∑
n=2

(

b+1
b+n

)µ
anzn (z∈ U).

(6)
The operatorJµ,b f (z) is now popularly known in the
literature as the Srivastava-Attiya operator. Various
applications of the Srivastava-Attiya operatorJµ,b f (z) are
found in [4,6,7,8,13,18,20,24] and in the references
cited in each of these earlier works.

From (6), it is clear that

zJ′µ+1,b f (z) = (b+1)Jµ,b f (z)−bJµ+1,b f (z). (7)

For suitable choices of the parameters involved, the
above-defined operatorJµ,b f (z) yields various other
linear operators which are introduced in earlier works.
For example, we have

1. J0,b f (z) = f (z);

2. J1,0 f (z) =
∫ z

0

f (t)
t

dt =: A f (z);

3. J1,η f (z) =
1+η

zη

∫ z

0
tη−1 f (t)dt =: Iη f (z)

(η >−1);

4. Jσ ,1 f (z) = z+
∞
∑

n=2

(

2
n+1

)σ
anzn =: Iσ f (z)

(σ > 0),

whereA( f ) andIη are the integral operators introduced
by Alexander and Bernardi, respectively, andIσ ( f ) is the
Jung-Kim-Srivastava integral operator which is closely
related to the multiplier transformation studied by Flett.
For further details, we refer the interested reader to the
earlier work [13].
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Definition 3. (see [1]) Let Q be the set of all functions
q that are analytic and univalent onU\E(q), where

E(q) =

{

ξ : ξ ∈ ∂U : lim
z→ξ

{q(z)}= ∞
}

, (8)

and are such that min|q′(ξ )| = ρ > 0 for ξ ∈ ∂U \E(q).
Further, let the subclass ofQ for which q(0) = a be
denoted byQ(a) with

Q(0) =Q0 and Q(1) =Q1. (9)

The subordination methodology is applied to
appropriate classes of admissible functions. The
following class of admissible functions is given by
Antonino and Miller [1].

Definition 4. (see [1]) Let Ω be a set inC. Also let
q ∈ Q and n ∈ N \ {1}, N being the set of positive
integers. The classΨn[Ω ,q] of admissible functions
consists of those functionsψ : C4 × U −→ C, which
satisfy the following admissibility conditions:

ψ(r,s, t,u;z) 6∈ Ω

whenever

r = q(ζ ), s= kζq′(ζ ), ℜ
( t

s
+1
)

≧ kℜ
(

ζq′′(ζ )
q′(ζ )

+1

)

and

ℜ
(u

s

)

≧ k2ℜ
(

ζ 2q′′′(ζ )
q′(ζ )

)

,

wherez∈ U,ζ ∈ ∂U\E(q) andk≧ n.

Lemma1 below is the foundation result in the theory
of third-order differential subordination.

Lemma 1. (see [1]) Let p∈ H [a,n] with n≧ 2 and
q∈Q(a) satisfying the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0 and

∣

∣

∣

∣

zq′(z)
q′(ζ )

∣

∣

∣

∣

≦ k,

where z∈ U, ζ ∈ ∂U\E(q) and k≧ n. If Ω is a set inC,
ψ ∈Ψn[Ω ,q] and

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

⊂ Ω ,

then
p(z)≺ q(z) (z∈ U).

Definition 5. (see [23]) Let Ω be a set inC. Also let
q ∈ H [a,n] and q′(z) 6= 0. The class Ψ ′

n[Ω ,q] of
admissible functions consists of those functions
ψ : C4×U −→ C that satisfy the following admissibility
conditions:

ψ(r,s, t,u;ζ ) ∈ Ω

whenever

r = q(z), s=
zq′(z)

m
, ℜ

( t
s
+1
)

≦
1
m

ℜ
(

zq′′(z)
q′(z)

+1

)

,

and

ℜ
(u

s

)

≦
1

m2 ℜ
(

z2q′′′(z)
q′(z)

)

,

wherez∈ U, ζ ∈ ∂U andm≧ n≧ 2.

Lemma 2. (see [23]) Let p ∈ H [a,n] with
ψ ∈Ψ ′

n[Ω ,q]. If the function

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

is univalent inU and p∈ Q(a) satisfying the following
conditions:

ℜ
(

zq′′(z)
q′(z)

)

≧ 0 and

∣

∣

∣

∣

zp′(z)
q′(z)

∣

∣

∣

∣

≦ m,

where z∈ U, ζ ∈ ∂U and m≧ n≧ 2, then

Ω ⊂
{

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

: z∈ U
}

,

implies that

q(z)≺ p(z) (z∈ U).

The notion of the third-order differential
subordination can be found in the work of Ponnusamy
and Juneja [14]. The recent works by Tanget al. (see, for
example, [22] and [23]; see also [3]) on the third-order
differential subordination attracted many researchers in
this field. For example, see [5,9,10,12,14,15,21,22,23].
In the present paper, we investigate suitable classes of
admissible functions associated with the Srivastava-Attiya
operatorJµ,b f (z) and derive sufficient conditions on the
normalized analytic functionf such thatSandwich-type
subordinationof the following form holds true:

h1(z)≺ ϑ( f )≺ q2(z) (z∈ U),

whereq1,q2 are univalent inU andϑ is a suitable operator.

2 Results Related to the Third-Order
Subordination

In this section, we start with a given setΩ and a given
functionq and we determine a set of admissible operators
ψ so that (2) holds true. For this purpose, we introduce
the following new class of admissible functions which
will be required to prove the main third-order differential
subordination theorems for the operatorJµ,b f (z) defined
by (5).
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Definition 6. Let Ω be a set inC andq∈Q0
⋂

H0. The
classΘJ[Ω ,q] of admissible function consists of those
functions φ : C4 × U −→ C that satisfy the following
admissibility conditions:

φ(α,β ,γ,δ ;z) 6∈ Ω

whenever

α = q(ζ ), β =
kζq′(ζ )+bq(ζ )

b+1
,

ℜ
(

γ(b+1)2−b2α
(β (b+1)−bα)

−2b

)

≧ kℜ
(

ζq′′(ζ )
q′(ζ )

+1

)

and

ℜ
(

δ (b+1)3− γ(b+1)2(3b+3)+b2α(3+2b)
(b(β −α)+β )

+3b2+6b+2

)

≧ k2ℜ
(

ζ 2q′′′(ζ )
q′(ζ )

)

,

wherez∈ U, ζ ∈ ∂U\E(q) andk≧ 2.

Theorem 1 Let φ ∈ΘJ[Ω ,q]. If the function f∈ A and
q∈Q0 satisfy the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

q′(ζ )

∣

∣

∣

∣

≦ k, (10)

and
{

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

: z∈ U
}

⊂Ω ,
(11)

then
Jµ+1,b f (z)≺ q(z) (z∈U).

Proof. Define the analytic functionp(z) in U by

p(z) = Jµ+1,b f (z). (12)

From equation (7) and (12), we have

Jµ,b f (z) =
zp′(z)+bp(z)

b+1
. (13)

By a similar argument, we get

Jµ−1,b f (z) =
z2p′′(z)+ (2b+1)zp′(z)+b2p(z)

(b+1)2 (14)

and

Jµ−2,b f (z) =
z3p′′′(z)+(3b+3)z2p′′(z)+(3b2+3b+1)zp′(z)+b3p(z)

(b+1)3 . (15)

Define the transformation fromC4 toC by

α(r,s, t,u) = r, β (r,s, t,u) =
s+br
b+1

,

γ(r,s, t,u) =
t +(2b+1)s+b2r

(b+1)2 (16)

and

δ (r,s, t,u) =
u+(3b+3)t+(3b2+3b+1)s+b3r

(b+1)3 . (17)

Let

ψ(r,s, t ,u) = φ (α,β , γ,δ ;z)

= φ
(

r,
s+br
b+1

,
t +(2b+1)s+b2r

(b+1)2
,

u+(3b+3)t+(3b2+3b+1)s+b3r

(b+1)3
;z

)

. (18)

The proof will make use of Lemma1. Using the equations
(12) to (15), and from the equation (18), we have

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

= φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

. (19)

Hence, clearly, (11) becomes

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

∈ Ω .

We note that

t
s
+1=

γ(b+1)2−b2α
(β (b+1)−bα)

−2b

and

u
s
=

δ (b+1)3− γ(b+1)2(3b+3)+b2α(3+2b)
(b(β −α)+β )

.

Thus, clearly, the admissibility condition forφ ∈ΘJ[Ω ,q]
in Definition 6 is equivalent to the admissibility condition
for ψ ∈ Ψ2[Ω ,q] as given in Definition4 with n = 2.
Therefore, by using (10) and Lemma1, we have

Jµ+1,b f (z) ≺ q(z).

This completes the proof of Theorem1.

Our next result is a consequence of Theorem1 for the
case when the behavior ofq(z) on∂U is not known.

Corollary 1 Let Ω ⊂ C and let the function q be
univalent inU with q(0) = 0. Let φ ∈ ΘJ[Ω ,qρ ] for some
ρ ∈ (0,1), where qρ(z) = q(ρz). If the function f∈ A

and qρ satisfies the following conditions:

ℜ

(

ζq′′ρ (ζ )
q′ρ (ζ )

)

≧ 0,

∣

∣

∣

∣

∣

Jµ,b f (z)

q′ρ (ζ )

∣

∣

∣

∣

∣

≦ k
(

z∈ U; k≧ 2; ζ ∈ ∂U\E(qρ )
)

and

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

∈ Ω ,

then
Jµ+1,b f (z) ≺ q(z) (z∈ U).

Proof. By applying Theorem1, we get

Jµ+1,b f (z) ≺ qρ(z) (z∈ U).

The result asserted by Corollary1 is now deduced from
the following subordination property

qρ(z)≺ q(z) (z∈ U).

This completes the proof of Corollary1.
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If Ω 6= C is a simply-connected domain, then
Ω = h(U) for some conformal mappingh(z) of U onto
Ω . In this case, the classΘJ[h(U),q] is written asΘJ[h,q].
This leads to the following immediate consequence of
Theorem1.

Theorem 2 Let φ ∈ ΘJ[h,q]. If the function f∈ A and
q∈Q0 satisfy the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

q′(ζ )

∣

∣

∣

∣

≦ k, (20)

and

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

≺ h(z),
(21)

then
Jµ+1,b f (z)≺ q(z) (z∈U).

The next result is an immediate consequence of
Corollary1.

Corollary 2 Let Ω ⊂ C and let the function q be
univalent inU with q(0) = 0. Also let φ ∈ ΘJ[h,qρ ] for
someρ ∈ (0,1), where qρ(z) = q(ρz). If the function
f ∈ A and qρ satisfy the following conditions:

ℜ

(

ζq′′ρ (ζ )
q′ρ (ζ )

)

≧ 0,

∣

∣

∣

∣

∣

Jµ,b f (z)

q′ρ (ζ )

∣

∣

∣

∣

∣

≦ k
(

z∈ U; k≧ 2; ζ ∈ ∂U\E(qρ )
)

,

and

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

≺ h(z),

then
Jµ+1,b f (z)≺ q(z) (z∈U).

The following result yields the best dominant of the
differential subordination (21).

Theorem 3 Let the function h be univalent inU. Also let
φ :C4×U−→C andψ be given by (18). Suppose that the
following differential equation:

ψ
(

q(z),zq′(z),z2q′′(z),z3q′′′(z);z
)

= h(z), (22)

has a solution q(z) with q(0) = 0, which satisfies the
condition (10). If the function f ∈ A satisfies the
condition(21) and if

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

is analytic inU, then

Jµ+1,b f (z) ≺ q(z) (z∈ U)

and q(z) is the best dominant.

Proof. From Theorem1, we see thatq is a dominant of
(21). Sinceq satisfies (22), it is also a solution of (21).
Therefore,q will be dominated by all dominants. Henceq
is the best dominant. This completes the proof of Theorem
3.

In view of Definition 6, and in the special case when
q(z) = Mz (M > 0), the classΘJ[Ω ,q] of admissible
functions, denoted byΘJ[Ω ,M], is expressed as follows.

Definition 7. Let Ω be a set inC andM > 0. The class
ΘJ[Ω ,M] of admissible functions consists of those
functionsφ : C4×U−→C such that

φ

(

Meiθ ,
(k+b)Meiθ

b.+1
,

L+[(2b+1)k+b2]Meiθ

(b+1)2 ,

N+(3b+3)L+[(3b2+3b+1)k+b3]Meiθ

(b+1)3 ;z

)

/∈ Ω (23)

wheneverz∈U,

ℜ(Le−iθ )≧ (k−1)kM

and
ℜ
(

Ne−iθ
)

≧ 0 ∀ θ ∈ R; k≧ 2).

Corollary 3 Let φ ∈ ΘJ[Ω ,M]. If the function f∈ A

satisfies the following conditions:
∣

∣Jµ,b f (z)
∣

∣ ≦ kM (z∈U; k≧ 2; M > 0)

and

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

∈ Ω ,

then
∣

∣Jµ+1,b f (z)
∣

∣< M.

In the special case whenΩ = q(U) = {w : |w| < M},
the classΘJ[Ω ,M] is simply denoted byΘJ[M]. Corollary
3 can now be rewritten in the following form.

Corollary 4 Let φ ∈ ΘJ[M]. If the function f ∈ A

satisfies the following conditions:
∣

∣Jµ,b f (z)
∣

∣ ≦ kM (z∈U; k≧ 2; M > 0)

and
∣

∣Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
∣

∣ < M,

then
∣

∣Jµ+1,b f (z)
∣

∣< M.

Corollary 5 Let k≧ 2, 0 6= µ ∈ C and M> 0. If the
function f∈ A satisfies the following conditions:

|Jµ,b f (z)| ≦ kM

and
∣

∣Jµ,b f (z)− Jµ+1,b f (z)
∣

∣ <
M

|b+1|
,

then
|Jµ+1,b f (z)| < M.
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Proof. Let

φ(α,β ,γ,δ ;z) = β −α and Ω = h(U),

where

h(z) =
Mz

|b+1|
(M > 0).

Use Corollary3, we need to show thatφ ∈ΘJ[Ω ,M], that
is, that the admissibility condition (23) is satisfied. This
follows readily, since it is seen that

|φ(v,w,x,y;z)| =

∣

∣

∣

∣

(k−1)Meiθ

b+1

∣

∣

∣

∣

≧
M

|b+1|

wheneverz ∈ U, θ ∈ R and k ≧ 2. The required result
now follows from Corollary3. This completes the proof
of Corollary5.

Definition 8. Let Ω be a set inC andq∈Q1∩H1. The
classΘJ,1[Ω ,q] of admissible functions consists of those
functions φ : C4 × U −→ C that satisfy the following
admissibility condition:

φ(α,β ,γ,δ ;z) 6∈ Ω

whenever

α = q(ζ ), β =
kζq′(ζ )+ (b+1)q(ζ )

b+1
,

ℜ
(

(b+1)(γ −α)

β −α
−2(1+b)

)

≧ kℜ
(

ζq′′(ζ )
q′(ζ )

+1

)

and

ℜ
(

δ (1+b)2−3γ(b+2)(b+1)+3α(b+2)(b+1)− (1+b)2α
β −α

+3b2+12b+11

)

≧ k2ℜ
(

ζ 2q′′′(ζ )
q′(ζ )

)

,

wherez∈ U, ζ ∈ ∂U\E(q) andk≧ 2.

Theorem 4 Letφ ∈ΘJ,1[Ω ,q]. If the function f∈A and
q∈Q1 satisfy the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

zq′(ζ )

∣

∣

∣

∣

≦ k (24)

and
{

φ
(

Jµ+1,b f (z)

z
,

Jµ,b f (z)

z
,

Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

: z∈U

}

⊂ Ω , (25)

then
Jµ+1,b f (z)

z
≺ q(z) (z∈ U).

Proof. Define the analytic functionp(z) in U by

p(z) =
Jµ+1,b f (z)

z
. (26)

From the equations (7) and (26), we have

Jµ,b f (z)

z
=

zp′(z)+ (b+1)p(z)
b+1

. (27)

By a similar argument, we get

Jµ−1,b f (z)

z
=

z2p′′(z)+ zp′(z)(3+2b)+ p(z)(1+b)2

(b+1)2

(28)
and

Jµ−2,b f (z)

z
=

z3p′′′(z)+3(b+2)z2p′′(z)+(3b2+9b+7)zp′(z)+ p(z)(b+1)3

(b+1)3 .

(29)

We now define the transformation fromC4 toC by

α(r,s, t,u) = r, β (r,s, t,u) =
s+(b+1)r
(b+1)

,

γ(r,s, t,u) =
t +(3+2b)s+(b+1)2r

(b+1)2 (30)

and

δ (r,s, t,u) =
u+3(b+2)t+(3b2+9b+7)s+(b+1)3r

(b+1)3 .

(31)
Let

ψ(r,s, t,u) = φ(α ,β ,γ ,δ ;z) = φ
(

r,
s+(1+b)r
(1+b)

,
t +(3+2b)s+(b+1)2r

(b+1)2
,

u+3(b+2)t+(3b2+9b+7)s+(b+1)3r
(b+1)3 ;z

)

(32)

The proof will make use of Lemma1. Using the equations
(26) to (29), and from (32), we have

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

= φ
(

Jµ+1,b f (z)
z ,

Jµ ,b f (z)
z ,

Jµ−1,b f (z)
z ,

Jµ−2,b f (z)
z ;z

)

.

(33)
Hence the equation (25) becomes

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

∈ Ω .

We also note that

t
s
+1=

(b+1)(γ −α)

β −α
−2(1+b)

and

u
s
=

δ (1+b)2−3γ(b+2)(b+1)+3α(b+2)(b+1)− (1+b)2α
β −α

+3b2+12b+11.

Thus, clearly, the admissibility condition for
φ ∈ ΘJ,1[Ω ,q] in Definition 8 is equivalent to the
admissibility condition for ψ ∈ Ψ2[Ω ,q] as given in
Definition 4 with n = 2. Therefore, by using (24) and
Lemma1, we have

Jµ+1,b f (z)

z
≺ q(z).

This completes the proof of Theorem4.
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If Ω 6= C is a simply-connected domain, then
Ω = h(U) for some conformal mappingh(z) of U onto
Ω . In this case, the classΘJ,1[h(U),q] is written as
ΘJ,1[h,q]. An immediate consequence of Theorem4 is
stated below.

Theorem 5 Letφ ∈ΘJ,1[h,q]. If the function f∈ A and
q∈Q1 satisfy the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

zq′(ζ )

∣

∣

∣

∣

≦ k (34)

and

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

≺ h(z),

(35)
then

Jµ+1,b f (z)

z
≺ q(z) (z∈U).

In view of Definition 8, and in the special case when
q(z) = Mz (M > 0), the classΘJ,1[Ω ,q] of admissible
functions, denoted byΘJ,1[Ω ,M], is expressed as follows.

Definition 9. Let Ω be a set inC andM > 0. The class
ΘJ,1[Ω ,M] of admissible functions consists of those
functionsφ : C4×U−→C such that

φ

(

Meiθ ,
(k+1+b)Meiθ

1+b
,
L+[(3+2b)k+(b+1)2]Meiθ

(b+1)2
,

N+3(b+2)L+[(3b2+9b+7)k+(b+1)3]Meiθ

(b+1)3
;z

)

/∈ Ω .

(36)

wheneverz∈ U,

ℜ
(

Le−iθ
)

≧ (k−1)kMm

and
ℜ
(

Ne−iθ
)

≧ 0 (∀ θ ∈ R; k≧ 2).

Corollary 6 Let φ ∈ ΘJ,1[Ω ,M]. If the function f∈ A

satisfies the following conditions:
∣

∣

∣

∣

Jµ,b f (z)

z

∣

∣

∣

∣

≦ kM (z∈U; k≧ 2; M > 0)

and

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

∈ Ω ,

then
∣

∣

∣

∣

Jµ+1,b f (z)

z

∣

∣

∣

∣

< M.

In the special case whenΩ = q(U) = {w : |w| < M},
the class ΘJ,1[Ω ,M] is simply denoted byΘJ,1[M].
Corollary6 can now be rewritten in the following form.

Corollary 7 Let φ ∈ ΘJ,1[M]. If the function f∈ A

satisfies the following conditions:
∣

∣

∣

∣

Jµ,b f (z)

z

∣

∣

∣

∣

≦ kM (z∈ U; k≧ 2; M > 0)

and
∣

∣

∣

∣

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z

)

;z

∣

∣

∣

∣

<M,

then
∣

∣

∣

∣

Jµ+1,b f (z)

z

∣

∣

∣

∣

< M.

Definition 10. Let Ω be a set inC and letq∈ Q1∩H1.
The classΘJ,2[Ω ,q] of admissible functions consists of
those functionsφ : C4 × U −→ C that satisfy the
following admissibility condition:

φ(α,β ,γ,δ ;z) 6∈ Ω

whenever

α = q(ζ ), β =
1

(b+1)

(

kζq′(ζ )
q(ζ )

+ (b+1)q(ζ )
)

,

ℜ
(

(1+b)(β γ +2α2−3αβ )
(β −α)

)

≧ kℜ
(

ζq′′(ζ )
q′(ζ )

+1

)

and

ℜ

(

(δ −γ)(1+b)2β γ −(1+b)2(γ −β )β (1−β −γ +3α)−3(b+1)(γ −β )β +2(β −α)+3(1+b)α(β −α)

+(β −α)2(1+b)((β −α)(1+b)−3−4(1+b)α)+α2 (1+b)2(β −α)

)

·(β −α)−1 ≧ k2ℜ

(

ζ 2q′′′ (ζ )
q′(ζ )

)

,

wherez∈ U, ζ ∈ ∂U\E(q) andk≧ 2.

Theorem 6 Letφ ∈ΘJ,2[Ω ,q]. If the function f∈A and
q∈Q1 satisfy the following conditions:

ℜ
(

ζq′′(ζ )
q′(ζ )

)

≧ 0,

∣

∣

∣

∣

Jµ−1,b f (z)

Jµ,b f (z)q′(ζ )

∣

∣

∣

∣

≦ k (37)

and
{

φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,

Jµ−2,b f (z)

Jµ−1,b f (z)
,

Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

: z∈ U

}

⊂ Ω , (38)

then
Jµ,b f (z)

Jµ+1,b f (z)
≺ q(z) (z∈ U).

Proof. Define the analytic functionp(z) in U by

p(z) =
Jµ,b f (z)

Jµ+1,b f (z)
. (39)

From the equations (7) and (39), we have

Jµ−1,b f (z)

Jµ,b f (z)
=

1
(b+1)

[

zp′(z)
p(z)

+(b+1)p(z)

]

:=
A

b+1
. (40)
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By a similar argument, we get

Jµ−2,b f (z)

Jµ−1,b f (z)
:=

B
b+1

(41)

and

Jµ−3,b f (z)

Jµ−2,b f (z)
=

1
b+1

[

B+B−1(C+A−1D−A−2C2)
]

, (42)

where

B := (b+1)p(z)+
zp′(z)

p(z)
+

z2p′′(z)
p(z) + zp′(z)

p(z) −
(

zp′(z)
p(z)

)2
+(b+1)zp′(z)

zp′(z)
p(z) +(b+1)p(z)

,

C :=
z2p′′(z)

p(z)
+

zp′(z)
p(z)

−

(

zp′(z)
p(z)

)2

+(b+1)zp′(z)

and

D :=
3z2p′′(z)

p(z)
+

z3p′′′(z)

p(z)
+

zp′(z)

p(z)
−3

(

zp′(z)

p(z)

)2

−
3z3p′(z)p′′(z)

p2(z)
+2

(

zp′(z)

p(z)

)3

+(b+1)zp′(z)+(b+1)z2p′′(z).

We now define the transformation fromC4 toC by

α(r,s, t,u) = r, β (r,s, t,u) =
1

b+1

[s
r
+(b+1)r

]

:=
E

b+1
,

γ(r,s, t,u) =
1

b+1

[

s
r
+(b+1)r +

t
r +

s
r − ( s

r )
2+(b+1)s

s
r +(b+1)r

]

:=
F

b+1
(43)

and

δ (r,s, t,u) =
1

b+1

[

F +F−1(L+E−1H −E−2L2)
]

, (44)

where

L := (1+b)s+
t
r
+

s
r
−
(s

r

)2

and

H :=
3t
r
+

u
r
+

s
r
−3
(s

r

)2
−3
( st

r2

)

+2
(s

r

)3
+(1+b)s+(1+b)t.

Let

ψ(r,s, t,u) = φ(α,β ,γ ,δ ;z)

= φ
(

r,
E

b+1
,

F
b+1

,
F +F−1(L+E−1H −E−2L2)

b+1

)

. (45)

The proof will make use of Lemma1. Using the equations
(39) to (42), and from (45), we have

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

= φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,
Jµ−2,b f (z)

Jµ−1,b f (z)
,
Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

.

(46)

Hence the (38) becomes

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

∈ Ω .

We note that

t
s
+1=

(

(1+b)(β γ +2α2−3αβ )
(β −α)

)

and

u
s
=

[

(δ − γ)(1+b)2βγ − (1+b)2(γ −β )β (1−β − γ +3α)

−3(b+1)(γ −β )β +2(β −α)+3(1+b)α(β −α)

+(β −α)2(1+b)((β −α)(1+b)−3−4(1+b)α)

+α2(1+b)2(β −α)

]

· (β −α)−1.

Thus, clearly, the admissibility condition for
φ ∈ ΘJ,2[Ω ,q] in Definition 10 is equivalent to the
admissibility condition for ψ ∈ Ψ2[Ω ,q] as given in
Definition 4 with n = 2. Therefore, by using (37) and
Lemma1, we have

Jµ,b f (z)

Jµ+1,b f (z)
≺ q(z) (z∈ U). (47)

This completes the proof of Theorem6.

If Ω 6= C is a simply-connected domain, then
Ω = h(U) for some conformal mappingh(z) of U onto
Ω . In this case, the classΘJ,1[h(U),q] is written simply as
ΘJ,2[h,q]. An immediate consequence of Theorem6 is
now stated below without proof.

Theorem 7 Letφ ∈ΘJ,2[h,q]. If the function f∈ A and
q∈Q1 satisfy the conditions(37) and

φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,
Jµ−2,b f (z)

Jµ−1,b f (z)
,
Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

≺ h(z),

(48)
then

Jµ,b f (z)

Jµ+1,b f (z)
≺ q(z) (z∈ U).

3 Results Related to the Third-Order
Superordination

In this section, we investigate and prove several theorems
involving the third-order differential superordination for
the operatorJµ,b f (z) defined in (6). For the purpose, we
consider the following class of admissible functions.

Definition 11. Let Ω be a set inC and letq ∈ H0 with
q′(z) 6= 0. The classΘ ′

J[Ω ,q] of admissible functions
consists of those functionsφ : C4×U −→ C that satisfy
the following admissibility conditions:

φ(α,β ,γ,δ ;ζ ) ∈ Ω
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whenever

α = q(z),β =
zq′(z)+mbq(z)

m(b+1)
,

ℜ
(

γ(b+1)2−b2α
(β (b+1)−bα)

−2b

)

≦
1
m

ℜ
(

zq′′(z)
q′(z)

+1

)

and

ℜ
(

δ (b+1)3−γ(b+1)2(3b+3)+b2α(3+2b)
(b(β−α)+β ) +3b2+6b+2

)

≦ 1
m2 ℜ

(

z2q′′′(z)
q′(z)

)

,

wherez∈ U, ζ ∈ ∂U andm≧ 2.

Theorem 8 Letφ ∈Θ ′
J[Ω ,q]. If the function f∈A , with

Jµ+1,b f (z) ∈ Q0, and if q∈ H0 with q′(z) 6= 0, satisfying
the following conditions:

ℜ
(

zq′′(z)
q′(z)

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

q′(z)

∣

∣

∣

∣

≦ m (49)

and the function

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

,

is univalent inU, then

Ω ⊂
{

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

: z∈ U
}

,

(50)
implies that

q(z)≺ Jµ+1,b f (z) (z∈U).

Proof. Let the functionp(z) be defined by (12) andψ by
(18). Sinceφ ∈Θ ′

J[Ω ,q], from (19) and (50), we have

Ω ⊂
{

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

: z∈ U
}

.

From (16) and (17), we see that the admissibility
condition forφ ∈ Θ ′

J[Ω ,q] in Definition 11 is equivalent
to the admissibility condition forψ ∈Ψ2[Ω ,q] as given in
Definition 5 with n = 2. Hence ψ ∈ Ψ ′

2[Ω ,q] and, by
using (50) and Lemma2, we find that

q(z)≺ Jµ+1,b f (z) (z∈U).

This completes the proof of Theorem8.

If Ω 6= C is a simply-connected domain, then
Ω = h(U) for some conformal mappingh(z) of U onto
Ω . In this case, the classΘ ′

J[h(U),q] is written simply as
Θ ′

J[h,q]. Theorem9 follows as an immediate consequence
of Theorem8.

Theorem 9 Let φ ∈ Θ ′
J[h,q] and let h be analytic inU.

If the function f∈ A and Jµ+1,b f (z) ∈Q0, and if q∈ H0
with q′(z) 6= 0, satisfying the conditions(49) and the
function

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

,

is univalent inU, then

h(z)≺ φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

(51)
implies that

q(z)≺ Jµ+1,b f (z) (z∈ U).

Theorems 8 and 9 can only be used to obtain
subordination for the third-order differential
superordination of the form (50) or (51). The following
theorem gives the existence of the best subordinant of
(51) for a suitableφ .

Theorem 10 Let the function h be univalent inU and let
φ :C4×U −→C and letψ be given by (18). Suppose that
the following differential equation:

ψ
(

q(z),zq′(z),z2q′′(z),z3q′′′(z);z
)

= h(z) (52)

has a solution q(z) ∈ Q0. If the function f∈ A , with
Jµ+1,b f (z) ∈ Q0 and if q∈ H0 with q′(z) 6= 0, satisfying
the conditions(49) and

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

,

is analytic inU, then

h(z)≺ φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

implies that

q(z)≺ Jµ+1,b f (z) (z∈ U)

and q(z) is the best dominant.

Proof. By applying Theorem8 and Theorem9, we
deduce thatq is a subordinant of (51). Sinceq satisfies
(52), it is also a solution of (51) and, therefore,q will be
subordinated by all subordinants. Henceq is the best
subordinant. This completes the proof of Theorem10.

Definition 12. Let Ω be a set inC and letq ∈ H1 with
q′(z) 6= 0. The classΘ ′

J,1[Ω ,q] of admissible functions

consists of those functionsφ : C4×U −→ C that satisfy
the following admissibility condition:

φ(α,β ,γ,δ ;ζ ) ∈ Ω

whenever

α = q(z), β =
zq′(z)+ (1+b)mq(z)

(1+b)m
,

ℜ
(

(b+1)(γ −α)

β −α
−2(1+b)

)

≦
1
m

ℜ
(

zq′′(z)
q′(z)

+1

)

and

ℜ
(

δ (1+b)2−3γ(b+2)(b+1)+3α(b+2)(b+1)− (1+b)2α
β −α

+3b2+12b+11

)

≦
1

m2 ℜ
(

z2q′′′(z)

q′(z)

)

,

wherez∈ U, ζ ∈ ∂U andm≧ 2.
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Theorem 11 Let φ ∈ Θ ′
J,1[Ω ,q]. If the function f∈ A ,

with
Jµ ,b f (z)

z ∈Q1, and if q∈ H1 with q′(z) 6= 0, satisfying
the following conditions:

ℜ
(

zq′′(z)
q′(z)

)

≧ 0,

∣

∣

∣

∣

Jµ,b f (z)

zq′(z)

∣

∣

∣

∣

≦ m (53)

and the function

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

,

is univalent inU, then

Ω ⊂

{

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,

Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

: z∈ U

}

(54)

implies that

q(z)≺
Jµ+1,b f (z)

z
(z∈ U).

Proof. Let the functionp(z) be defined by (26) andψ by
(32). Sinceφ ∈Θ ′

J,1[Ω ,q], we find from (33) and (54) that

Ω ⊂
{

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

: z∈ U
}

.

From the equations (30) and (31), we see that the
admissible condition forφ ∈Θ ′

J,1[Ω ,q] in Definition12 is
equivalent to the admissible condition forψ as given in
Definition 5 with n = 2. Hence ψ ∈ Ψ ′

2[Ω ,q] and, by
using (53) and Lemma2, we have

q(z)≺
Jµ+1,b f (z)

z
(z∈ U).

This completes the proof of Theorem11.

If Ω 6= C is a simply-connected domain, then
Ω = h(U) for some conformal mappingh(z) of U onto
Ω . In this case, the classΘ ′

J,1[h(U),q] is written simply as
Θ ′

J,1[h,q]. Theorem 12 follows as an immediate
consequence of Theorem11.

Theorem 12 Let φ ∈ Θ ′
J,1[h,q] and let h be analytic in

U. If the function f∈ A , with q ∈ H1 and q′(z) 6= 0,
satisfying the conditions(53) and the function

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

,

is univalent inU, then

h(z)≺ φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

,

implies that

q(z)≺
Jµ+1,b f (z)

z
(z∈ U).

Definition 13. Let Ω be a set inC and q ∈ H1 with
q′(z) 6= 0. The classΘ ′

J,2[Ω ,q] of admissible functions

consists of those functionsφ : C4×U −→ C that satisfy
the following admissibility condition:

φ(α,β ,γ,δ ;ζ ) ∈ Ω

whenever

α = q(z), β =
1

b+1

(

zq′(z)
mq(z)

+ (b+1)q(z)

)

,

ℜ
(

(1+b)(β γ +2α2−3αβ )
(β −α)

)

≦
1
m

ℜ
(

zq′′(z)
q′(z)

+1

)

and

ℜ
(

(δ − γ)(1+b)2βγ − (1+b)2(γ −β )β (1−β − γ +3α)

−3(b+1)(γ −β )β +2(β −α)+3(1+b)α(β −α)

+(β −α)2(1+b)((β −α)(1+b)−3−4(1+b)α)

+α2(1+b)2(β −α)

)

· (β −α)−1 ≦
1

m2 ℜ
(

z2q′′′(z)
q′(z)

)

,

wherez∈ U, ζ ∈ ∂U andm≧ 2.

Theorem 13 Let φ ∈ Θ ′
J,2[Ω ,q]. If the function f∈ A ,

with
Jµ ,b f (z)

Jµ+1,b f (z) ∈Q1 and if q∈H1 with q′(z) 6= 0, satisfying

the following conditions:

ℜ
(

zq′′(z)
q′(z)

)

≧ 0,

∣

∣

∣

∣

Jµ−1,b f (z)

Jµ,b f (z)q′(z)

∣

∣

∣

∣

≦ m (55)

and the function

φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,
Jµ−2,b f (z)

Jµ−1,b f (z)
,
Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

,

is univalent inU, then

Ω ⊂
{

φ
(

Jµ ,b f (z)
Jµ+1,b f (z) ,

Jµ−1,b f (z)
Jµ ,b f (z) ,

Jµ−2,b f (z)
Jµ−1,b f (z) ,

Jµ−3,b f (z)
Jµ−2,b f (z) ;z

)

: z∈U

}

(56)
implies that

q(z)≺
Jµ,b f (z)

Jµ+1,b f (z)
(z∈ U).

Proof. Let the functionp(z) be defined by (39) andψ by
(45). Sinceφ ∈Θ ′

J,2[Ω ,q], we find from (46) and (56) that

Ω ⊂
{

ψ
(

p(z),zp′(z),z2p′′(z),z3p′′′(z);z
)

: z∈U
}

.

From the equations (43) and (44), we see that the
admissible condition forφ ∈Θ ′

J,2[Ω ,q] in Definition13 is
equivalent to the admissible condition forψ as given in
Definition 5 with n = 2. Henceψ ∈ Ψ ′

2[Ω ,q] and, by
using (55) and Lemma2, we have

q(z)≺
Jµ,b f (z)

Jµ+1,b f (z)
(z∈ U).

This completes the proof of Theorem13.
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Theorem 14 Let φ ∈ Θ ′
J,2[h,q]. If the function f∈ A

and
Jµ ,b f (z)

Jµ+1,b f (z) ∈Q1, with q∈ H1 and q′(z) 6= 0, satisfying

the conditions(55) and the function

φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,
Jµ−2,b f (z)

Jµ−1,b f (z)
,
Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

,

is univalent inU, then

h(z)≺ φ
(

Jµ ,b f (z)
Jµ+1,b f (z) ,

Jµ−1,b f (z)
Jµ ,b f (z) ,

Jµ−2,b f (z)
Jµ−1,b f (z) ,

Jµ−3,b f (z)
Jµ−2,b f (z) ;z

)

(57)
implies that

q(z)≺
Jµ,b f (z)

Jµ+1,b f (z)
(z∈U).

4 A Set of Sandwich-Type Results

By combining Theorems2 and9, we obtain the following
sandwich-type theorem.

Theorem 15 Let h1 and q1 be analytic functions inU.
Also let h2 be univalent function inU and q2 ∈Q0 with

q1(0) = q2(0) = 0 and φ ∈ΘJ[h2,q2]∩Θ ′
J[h1,q1].

If the function f∈ A , with Jµ+1,b f (z) ∈Q0∩H0 and the
function

φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

,

is univalent inU, and if the conditions(10) and(49) are
satisfied, then

h1(z) ≺ φ
(

Jµ+1,b f (z),Jµ,b f (z),Jµ−1,b f (z),Jµ−2,b f (z);z
)

≺ h2(z)

implies that

q1(z)≺ Jµ+1,b f (z) ≺ q2(z) (z∈ U). (58)

If, on the other hand, we combine Theorems5 and12,
we obtain the following sandwich-type theorem.

Theorem 16 Let h1 and q1 be analytic functions inU.
Also let h2 be univalent function inU and q2 ∈Q1 with

q1(0)= q2(0)= 1 and φ ∈ΘJ,1[h2,q2]∩Θ ′
J,1[h1,q1].

If the function f∈ A , with
Jµ+1,b f (z)

z ∈ Q1∩H1 and the
function

φ
(

Jµ+1,b f (z)

z
,
Jµ,b f (z)

z
,
Jµ−1,b f (z)

z
,
Jµ−2,b f (z)

z
;z

)

,

is univalent inU, and the conditions(24) and (53) are
satisfied, then

h1(z) ≺ φ
(

Jµ+1,b f (z)
z ,

Jµ ,b f (z)
z ,

Jµ−1,b f (z)
z ,

Jµ−2,b f (z)
z ;z

)

≺ h2(z)

implies that

q1(z)≺
Jµ+1,b f (z)

z
≺ q2(z) (z∈ U). (59)

Finally, by combining Theorems7 and14, we obtain
the following sandwich-type theorem.

Theorem 17 Let h1 and q1 be analytic functions inU.
Also let h2 be univalent functions inU and q2 ∈Q1 with

q1(0)= q2(0)= 1 and φ ∈ΘJ,2[h2,q2]∩Θ ′
J,2[h1,q1].

If the function f∈ A , with
Jµ ,b f (z)

Jµ+1,b f (z) ∈ Q1∩H1 and the

function

φ
(

Jµ,b f (z)

Jµ+1,b f (z)
,
Jµ−1,b f (z)

Jµ,b f (z)
,
Jµ−2,b f (z)

Jµ−1,b f (z)
,
Jµ−3,b f (z)

Jµ−2,b f (z)
;z

)

,

is univalent inU, and the conditions(37) and (55) are
satisfied, then

h(z)≺ φ
(

Jµ ,b f (z)
Jµ+1,b f (z) ,

Jµ−1,b f (z)
Jµ ,b f (z) ,

Jµ−2,b f (z)
Jµ−1,b f (z) ,

Jµ−3,b f (z)
Jµ−2,b f (z) ;z

)

≺ h2(z)

implies that

q1(z)≺
Jµ,b f (z)

Jµ+1,b f (z)
≺ q2(z) (z∈ U). (60)

5 Perspective

In our present investigation, we have made use of the
linear operator introduced and studied by Srivastava and
Attiya [16], to systematically investigate several suitable
classes of admissible functions. We have presented the
dual properties of the third-order differential
subordinations. As consequences of some of our main
results, various sandwich-type theorems are established
for a class of univalent analytic functions involving the
celebrated Srivastava-Attiya transform. We have also
indicated relevant connections of the new results
presented in this article with those that were considered in
earlier works.
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