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Abstract: In this paper, we used the multivariate logistic regressionmethod to classify countries and to arrive at a linear model for
distinguishing countries into rich and very rich, according to Human Development Index based on Human Development Report 2016.
To illustrate the importance of the logistic regression model, it has been compared with the discriminating function, where they both
classify the value to their correct society. We found through the results, that the method of logistic regression is moreefficient than the
discriminatory function in the classification of the countries under study. The logistic regression has been classified92 countries out
of 96 with a probability of 95.8% classification. The discriminating function classified 89 countries with a probabilityof 92.7%. , the
comparison was relied on statistical criteria (apparent error rate, and apparent correct classification rate. The ordering of the influential
indicators was significant on the classification of countries according to their relative importance in the case of the regression model
(mean years of schooling, life expectancy at birth, and gross national income(GNI) per capita).In the case of the discriminant function
(GNI per capita, maternal mortality, and life expectancy Birth). Based on this, we suggest that countries should be classified according
to the United Nations Human Development Report and data processing using multi-response logistic regression models.

Keywords: Linear discriminant analysis, Multivariate logistic regression, Apparent error rate, Apparent correct classification rate,
Human Development Index

1 Introduction

Human development (HD) indicators play a prominent role in the classification of countries to countries with HD (very
high, high, medium, low). In this paper, multivariate statistical analysis (MSA) methods will be widely applied to the
classification of countries. There are two models known as multivariate logistic regression(MLR), whose importance is
more powerful because it provides a test of the significance of transactions [1]. The linear discriminant analysis (LDA)
is one of the most important methods of MSA, by which a set of variables is used to distinguish between two or more
of the discriminant functions on which researcher can rely on to predict, and to determine the independent variables that
contribute significantly to the distinction between groups, Groups with the lowest possible classification error [2].

Many researchers compared the two methods in terms of relative importance, efficiency, and ability to the classification
for example, [3] compared the two methods and concluded that there were minor differences between them and the
differences are in favor of logistic regression(LR). Similarly [4,5,6,7,8,9,10,11] found that the two methods have the
same ability to classify and predict the same effectiveness. They concluded, however, that the method of LR gives better
results than the Discriminant function (DF).The importance of this research is to classify countries into rich and very
rich countries by using multivariate methods of analysis, as well as determining the influential and the most influential
variables.

The aim of the research is to classify countries according toLR technique and DF, it aims to reach a linear model to
distinguish countries into rich and very rich. The two methods were compared based on statistical criteria such as
apparent error rate(AER) and apparent correct classification rate(ACCR). The research is based on the analytical
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descriptive approach through a brief review of the researchliterature on the theoretical side. On the applied side, the
method of logistic regression analysis(LRA), and DA was used on data for 96 countries classified in the HD Report 2016
as countries with very high human development and countrieswith high HD, after excluding countries which have no
complete data.

2 MATERIALS AND METHODS

2.1 Logistic Regression

It is well known in social and economic sciences that the dependent variable is a qualitative variable that takes binary value
or more values. This is a challenge for researchers when theyattempt to employ simple and multiple linear regression
analysis, which is somewhat useful by requiring that the dependent variable should be a continuous quantity variable
rather than a variable Descriptively. [12] recommended the use of LR because it has several characteristics that make it
more appropriate in these cases. Gebotys [13] explained the importance of LRA when compared with the analysis of DF
by saying that LR is a more powerful tool because it provides atest for the significance of the parameters as it gives
the researcher an idea of the effect of the independent variable on the binary response variable as it arranges the effect
of independent variables It also helps the researcher to conclude that a variable is stronger than the other variable in
understanding the emergence of the desired result [14].

Walker [15] noted that LRA is less sensitive to deviating from normal distribution of variables under study. When
compared to other statistical methods, such as DA, as well asthe effect of the interaction between independent variables
in the binary value variable, and can overcome many of the restricted assumptions for the use of least squares in linear
regression. This makes LR the best method in the case of the binary dependent variable [16]. LR is defined as a statistical
method to examine the relationship between the qualitativeY variable and one or more independent variables of any kind.
It is also known as one of the regression methods used to predict the values of a qualitative dependent variable based on a
set of mixed independent variables [16].

The LR model is based on the assumption that theY variable of two values takes value (1) with probabilityP and
value(0) with probability(1− p), i.e., when the dependent variable has only two values(0,1) and when the independent
variablesXi are quantitative or qualitative variable, in this case, it is called Binary Logistic Regression Model. LR is used
to predict the values of nominal (binary) variables based onthe values of a mixed set of independent variables. It is known
that the mean of the actualY values at a certain value of variableX is E(Y), and that the random errorE = Y− Ŷ so
the model can be written asE(Y/Xi) = β̂0+ β̂iXi , and the right side of the regression model takes values from(−∞) to
(+∞), but if there are two variables, one of which is the binaryY, then the linear regression, as many researchers see, is
inappropriate because:E(Y/X) = P(Y =) = p.Thus, the value of the right side confined between(0,1). Hence the model
is not applicable in the case of the binary dependent variable, value for the following reasons: first the Variance of the
dependent variableY changes by changing the values of the independent variableX, second the error variation is not
distributed according to normal distribution. Finally, the estimated values cannot be interpreted as possibilities because
their values do not range from(0,1). One way to solve the problem is to introduce a mathematical transformation, It is
known that 0≤ p≤ 1, i.e., p

1−p is a positive number confined between(0,∞), i.e. 0≤ p
1−p ≤ ∞ and by taking the natural

logarithm−∞ ≤ Loge

(

p
1−p

)

≤ ∞, thusLoge

(

p
1−p

)

= β̂0+ β̂Xi . In other words:

p
1− p

= eβ̂0+β̂Xi =⇒ p=
eβ̂0+β̂Xi

1+eβ̂0+β̂Xi
. (1)

When there arek of independent variables, the equation is written as:

Loge

(

p
1− p

)

= β̂0+∑ β̂Xi . (2)

This model is called the logistic regression model andLoge

(

p
1−p

)

is called Logit transformation whereas:

Logit = Loge(adds) = Loge

(

p
1− p

)

= β̂0+∑ β̂Xi . (3)

And that the logistic function is important because it takesinput from−∞ to+∞, but outputs are always between 0, 1.
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Fig. 1: Logistic regression function

The main function of the Logit function is to allow the application of linear regression when analysis relationships of
binary dependent variables [17]. It is a similar function when the right side of this function is equal to zero and is called

p
1−p the ratio of preference or preference ratio of the desired event, andLoge

(

p
1−p

)

is called the logarithm of preference

ratio or Logit [18].
For comparison between LR and the regression of the Least squares method, both methods are from the case of

application is Symmetric [19]. However, they differ statistically as the mathematical formulas and detailed calculations
for both are quite different, as the researchers suggest that the method of presentation, selection and examination of the
model, assumptions of analysis, estimation of model parameters and interpretation of results are quite different in both
analysis [20,21].

The parameters of the LR model are estimated using the Maximum Likelihood method, which is one of the most
popular estimation methods for all linear and nonlinear models. It has been considered better than the smaller squares
method because it does not assume many constraints such as linearity and stability of variance. It measures the
probabilities of viewing for the number of independent variables in the sample. i.e. , it is an iterative method that depends
on repeating the calculations several times until to obtainthe best estimate of the coefficients. The Maximum Likelihood
method of calculating logit coefficients is used in LR to maximize Log Likelihood [16].

To explain LR coefficients we use Logit Coefficient. Which is called the non-standard LR coefficient, is used to
estimate logarithm of log odds that the dependent variable is equal to one unit per unit change in the independent variable,
and the LR calculates the amount of change in the logarithm oflog odds of the dependent variable’s weighting factor
rather than the change in the dependent variable itself as itis in linear regression [22]. Thus LR coefficients by logit
provide an explanation that is consistent with linear regression. The only difference is that the variable units in the LR
represent logarithmic probability coefficients).

2.2 Discriminate Analysis

Discriminate Analysis is a multivariate statistical analysis technique that is concerned with building a base for
redistribution or classification of societies that common characteristics. In other words, a discriminatory analysisis a
technique used to classify observations into one communities or more through the use of the discriminatory function,
which is a linear composition from the independent variables, which is used classification of observations.

And The Discriminate Analysis differs from the regression analysis in terms of the dependent variable. The dependent
variable in the discriminate analysis is a nominal variable, which is a qualitative variable, whereas the dependent variable
in the regression analysis is usually a continuous quantitative variable [23]. The classification process comes after the
formation of a DF, where it depends on it in the process of predicting and classifying the new observations of one of
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the groups under study with the least possible classification error. As well as their use in the knowledge of variables that
contribute to the classification, which is defined as the collection of similar vocabulary in their characteristics or relations
between them in certain categories.

2.2.1 Discriminate Function

It is a technique used to build a model for the predict, to be used in determine or distinguish observation to its correct
group which is supposed to belong to it according to the criteria or measurements obtained from the known observations.
There are two main types of the discriminatory function, thefirst linear type, called Fisher function, which is used whenthe
relationship between the variables is linear and the nonlinear second is used when the relationship between the variables is
not linear. The linear DF is used when the communities under study have a multivariate natural distribution with different
averages, and the matrix of variance and common variance areequal, that is, the linear discrimination function is a linear
formula of independent variables, written as the form:

L = a1X1+a2X2+ · · ·+akXk (4)

where:a1,a2, . . . ,ak are the coefficients of the linear DF, and are chosen to give the highest percentage distinction between
the two group ,x1,X2, . . . ,Xn denoted to the explanatory variables of the DF, and calculate the percentage of difference
within the two groups fromγ = BetweenGroup

WithinGroup and chose the transactions that make the ratio of differenceγ as large as
possible [24]. To estimate the parameters of the discriminating function in the case there are two groups, as shown in
following steps:

1.Finding the mean of each variable in each group, and findingthe difference between the two means of each variable
in the two groups from the formula:

di = Xk(1)−Xk(2) (5)

2.Finding the matrix of variance and Co-variance for the twogroups:

(n j −1)Sj =
[

Xi( j)−X( j)

]′ [
Xi( j)−X( j)

]

, j = 1,2 (6)

3.Find the matrix of variance and Co-variance inside the groups
4.Calculate the parameter values of the linear discriminant functionα from the formula:

α =V−1(X1−X2) (7)

5.Order the independent variables according to their relative importance in determining the variables of the affecting the
process of discrimination from the formula:

α∗
j = α j

√
Vii , i = 1,2, . . . ,k. (8)

WhereVii : represents the variance extracted from the elements of thediameter of the common variance matrixS2
p , by

the Comparing the resulting values from the calculatinga∗j therefore the biggest value from all values of the variable,is
the most important variable that has the ability to distinguish between the two groups, it follows, the second largest value
which has the ability to discriminate [25].

2.2.2 Cutoff Point

It is the point that represents the Critical boundary between two groups, and is used when we want to classify a value or
new value so that if the discriminating value of the value increases, from the cutoff point, the value is classified to the other
group. If the discriminating value of that observation is equal to the value of the cutoff point, the classified is randomly
assigned to either group. The cutoff point is calculated from the formula:

L =
1
2

(

L(1)−L(2)
)

(9)

WhereL : represent cutoff point ,L(1): represents the mean of the discriminatory values of the first group andL(2):
represents the mean of the discriminatory values of the second group. The classification process is the subsequent process
of forming the discriminant function and testing its ability to discriminate using the cutoff point and the following rule
can be followed for the classification process.
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1.If L(1) > L(2) the observation belongs to the first group if the discriminate value of this observation isL > L and the

observation belongs to the second group if the discriminatevalueL < L
2.If L(1) < L(2) the observation belongs to the first group if the discriminate value of this observation isL < L and the

observation belongs to the second group if the discriminatevalueL > L [25].

3 Result And Discussion

3.1 Research Methodology

The research adopted the analytical descriptive approach to the styles of discriminant analysis and logistic regression, after
looking in the scientific references and previous research related to the subject of research and applying on it, conducting
to statistical operations and graphical presentations. Weadopter on the United Nations data published in the Human
Development Report 2016, where the countries of high and very high HD were chosen. The data was denoted as follows:
High HD (rich = 0) and very high human development (very rich =1), It represents the dependent variableY.

The study included a number of independent variables and it is :X1: Gross national income (GNI) per capita ,X2 : Life
expectancy at birth ,X3 : Mean years of schooling,X4 : Mortality Under-five,X5 : Maternal birth ratio,X6 :Mortality rate
infant andX7: Continental Location. The sample included 96 countries distributed on continents according to table (1)

Table 1: Distribution of countries by continental location
The continent Europe Asia North America South America Africa Australia
Number 37 26 9 17 6 1
Rate% 38.5 27.1 9.4 17.7 6.3 1.0

3.2 Results of data analysis using proposed models

3.2.1 Results of logistic regression

Table 2: the Calculation means and inflation factor index
Variables X1 X2 X3 X4 X5 X6 X7

Mean 27020.67 77.12 10.44 9.84 23.59 8.55 2.29
VIF 1.49 2.26 1.68 5.65 2.44 5.91 1.68

To detect the linear interference phenomenon, the VIF index, which represents a standard for detecting multiple linear
correlation [26] stated that if VIF> 10 is an index of a multiple linear correlation between the dependent variable and
the independent variables. Table (2) shows that VIF< 10 for all variables means that there is no linear interference
between independent variables, which means continuing analysis. Hosmer and Lemshow [27] suggests that once the
logistic regression model has been reconciled (identification of study variables), the model evaluation process begins in
two ways:

1.Verify the suitability of the model as a whole.
2.Examining the statistical significance of each independent variable on Separately.

There are many important measures that help evaluate the final model that is created these include: statistic R, Hosmer-
Lemeshow’s test for goodness of fit, the maximum Likelihood ratio test, and classification tables. To test the suitability of
the model as a whole and its Goodness of fit, Log Likelihood Ratio was used, which follows distributionχ2 according to
the following formula:χ2 = 2{LogD0−LogD1},
Where:D0 :The maximum Likelihood function value that contains a variable(i −1),
D1 : The maximum Likelihood function value that contains one variable.
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Table 3: Explanation of variables in the model
Step −2LogL Cox & Snell SquareR2 Nagelkerke SquareR2

1 15.820 0.705 0.94

Where the value ofχ2 = 117.23 , freedom degree 7 and significant level(p< 0.05). This indicates that the statistical
model that has been created is statistically significant, indicating that the variables in the model at step 12 are of great
importance and statistically significant effect in the classification of countries into very rich and rich countries

Table3 represents the quasi-Coefficients of determinationthat express the explanatory power of the model. That is
mean, the variables in the model at step 12 has been interpreted about 94% by Nagelkerke, and, it is high explanatory
force, also 0.71% by Cox & Snell, and, it is Medium explanatory force. This shows that there is still a percentage of
changes in the dependent variable due to other factors not included in the model.

To test the null hypothesis: the created model is suitable for the data. Versus alternative hypothesis: The model that
has been created is not suitable for data.

The results of the analysis showed that the valueχ2 = 0.230 and degree of freedom 8 and significant level
p−value= 0.973> 0.05, this means that there is no insufficient evidence to reject the null hypothesis; therefore, the
model is considered to be suitable for the data is well, and hence indicates to there are complete vindication for the
parameters of the model.

Table 4: Number of iteration cycles for the derivative maximum Likelihood function
−2LL Coefficients

Iteration Liklih00d Constant X1 X2 X3 X4 X5 X6 X7
1 53.78 -13.12 0.00 0.125 0.43 -0.005 -0.008 -0.046 -0.096
2 39.956 -23.317 0.00 0.214 0.63 -0.007 -0.002 -0.072 -0.198
3 28.381 39.943 0.00 0.36 1.06 -0.018 0.019 0.063- -0.383
4 22.792 -66.431 0.00 0.601 1.71 -0.088 0.053 0.027 -0.714
5 18.900 -104.849 0.00 0.953 2.66 -0.470 0.101 0.453 -1.23

Steep1 6 16.723 -156.426 0.00 1.430 3.91 -0.877 0.166 0.895 -1.95
7 15.964 205.643 0.00 1.884 5.10 -1.23 0.232 1.256 -2.61
8 15.826 236.038 0.01 2.160 5.86 -1.46 0.274 1.484 -2.99
9 15.820 -244.271 0.01 2.234 6.07 -1.52 0.285 1.545 -3.088
10 15.820 -241.759 0.01 2.238 6.08 -1.52 0.286 1.549 -3.094
11 15.820 -244.761 0.01 2.238 6.08 -1.52 0.286 1.549 -3.094
12 15.820 -244.761 0.01 2.238 6.08 -1.52 0.286 1.549 -3.094

Table 4 includes The number of iteration cycles of derivatives of the maximum Likelihood function to obtain the
lowest value equals twice the logarithm of the maximum Likelihood function to obtain the optimal estimation of the
parameters of the derived model where parameters of the model was stabilized at step 12 with the lowest value(15.820).
And we stopped at this iteration because the parameter estimates changed by less than 0.001 and in fact the change in the
estimated transactionŝβ1, β̂2, . . . became weak after the seventh iteration. It is also noted that the estimators of parameters
of table (4), which in the iterations (8, 9, 10, 11, 12) are similar with there is the very small differences. We stopped at the
12th iteration and considered its parameters as the best result to be obtained for the parameter.

3.2.1.1 Explanation of parameters of the model

To examine the statistical significance of each variable, Table 5 shows the estimates of the parameters of the optimal
model obtained at the twelfth session.

Table 5 shows all the parameters of the estimated model in Log-odd units, and the equation of the model as in formula:

log

(

p̂
1− p̂

)

=−244.67+0.001X1+2.238X2+6.083X3−1.524X4+0.286X5+1.549X6−3.094X7 (10)

Such that :
P̂: The probability of obtaining a country with very high HD (very rich). These estimates show the relationship between
dependent variable and independent variables in logit units.
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Table 5: Estimated model
95% C I

βi S E Wald d f Sig exp(β ) Lower Upper
Constant -244.76 115.73 4.437 1 0.034 0.000

X1 0.001 0.000 4.341 1 0.038 1.001 1.000 1.001
X2 2.238 1.073 4.351 1 0.037 9.376 1.145 76.792
X3 6.083 2.887 4.440 1 0.035 438.263 1.529 125627.64

Step 1a X4 -1.524 0.916 2.765 1 0.096 0.218 0.036 1.313
X5 0.286 0.163 3.094 1 0.079 1.331 0.968 1.831
X6 1.549 0.929 2.781 1 0.095 4.708 0.762 29.073
X7 -3.094 1.669 3.473 1 0.064 0.045 0.002 1.193

The table also shows that the reference to per capita Gross national income (GNI) per capita is positive, this mean, that
the higher the GNI per capita by one dollar, the higher the logit or the logarithm of the weighting factor, the dependent
variable is closer to the value of one(Y = 1), that is , the country has a very high HD level of 0.001 with the constancy
of the effect of other variables, Also, for the life expectancy at birth, we note that the increase by one year will increase
the logit or the logarithm of the weighting coefficient and will be approached toY = 1; that is, the country has a very high
HD level of 2.238 times, with the constancy of the effect of other variables.

The increase in the mean years of schooling by one year will increase the logit or logarithm of the weighting coefficient
by 6.083 times, with the constancy of the effect of other variables, is the indexes adopted in building the HD index, and
these variables have a significant effect on the classification of countries where,p−value< 0.05 and 95% confidence
level, that is, these variables are of great importance in the classification of countries according by the HD index. While
the variable under-5 mortality rate has shown a negative sign, this means that the higher of the number of under-5 mortality
by one unit, the lower the logit or logarithm of the weightingcoefficient by 1.524 times, with the constancy the effect of
the other variables. Also the continental site, which showed a statistically significant relationship to the two continents of
Europe and North America, and it is decisive factor in determining the belonging of the countries to the rich or very rich,
and non-significant for the rest continents. The second column represents the standard error according to the formula:

S.E(β̂i) = Zii

Where:Zi i represents the Diagonal elements of the estimated co-variance matrix by the formula

Cov(β̂0) = {XDiag[np̂i(1− p̂i)]X}−1 (11)

While the third column represents the Wald statistic to testthe significance of the model’s coefficients according to the

formula: Wald=
(

β̂i

S.E(β̂i)

)2
it distributed as aX distribution with freedom degree 1. The column exp(β ) indicates the value

of the exponential function of the LR coefficient, which expresses the multiplier in which the weighting ratio changes.
From the above we observe the mean of years of schooling was inthe first order to influence the dependent variableY
in the classification of countries, followed by influence thelife expectancy variable at birth and GNI per capita variable,
all of which showed a high significance on the dependent variable. For to the variables(x4,x5,x6,x7) non-significant in
influencing the dependent variable.

Table 6: Efficiency of classification of the model
Predicted Percentage

Observed Rich Very rich Total Correct
Rich 47 2 49 95.9

Step 1 Very rich 2 45 47 95.7
Overall Parentage 96 95.8

Rich 49 0 49 100
Step 0 Very rich 47 0 47 0

Overall Parentage 96 51

Table (6) special for testing the efficiency of classification of the model, which is one of the methods of examining the
quality of the model’s conformity to the data, the performance standard has been used(AER) = n01−n10

n0−n2
and(ACCR) =

n00−n11
n0−n2

, to evaluate the efficiency of the model.
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The table shows that 47 of the 49 rich countries were properlyclassified, also 45 of the 47 countries of the very rich
group were properly classified, it also shows that the probability of correct classification of the two groups was 95.8%,
that only four of them were wrongly classified and that the probability of error is 4.2%, that is acceptable percentage
indicating that the model represents the data well.

The results of the analysis also indicate the improvement inthe correct classification rate achieved by the model
after the inclusion of independent variables 95.8%, while without including the independent variables in step (0) about
51%. And that the probability of the correct classification of very rich countries was 95.9% and the probability of the
wrong classification of the group of very rich countries 4.1%while the probability of the correct classification of rich
countries 95.7% and the probability of the wrong classification of rich countries group 4.3%. Thus, we conclude that the
classification table is able to classify 92 countries of the 96 countries a correctly classification to the group to which it
belongs, thus showing that the probability of wrong classification was too small and equal to 4.2% indicating that the
model has the ability to classify.

3.2.2 Results of discriminant function

3.2.2.1 Application of discriminatory function model

Table 7: The arithmetic means of the factors affecting the classification of countries
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵

classification
Variables

X1 X2 X3 X4 X5 X6 X7

Very rich 39618.19 79.607 11.606 5.136 10.255 4.345 1.638
Rich 14937.34 74.631 9.316 14.347 36.391 12.589 2.918

All States 27020.67 77.116 10.438 9.838 23.595 8.553 2.292

By calculating the mathematical means of the variables involved in building the model, there were significant
differences between the two groups of variables(x1,x2,x3) for the benefit of the very rich countries, while the differences
in the variables(x4,x5,x6,x7) were for the benefit of the rich countries only. The differences between the mean of each
variable of the formula are calculated:

di = Xk(1)−Xk(2) =



















39618.69−14937.34
79.7064−74.6306
11.6064−9.3163
5.1362−14.43469
10.2553−36.3906
4.3447−12.5898
1.6383−2.9184



















=



















24680.87
5.0758
2.2901
−9.2107
−26.1353
−8.2451
−1.2801



















Variance and Co-variance Matrix of the Group of Rich Countries

V(0) =



















109212631.6−175.839−3314.87−9018.439−54339.5 −7922.5 −1400.8
−175.839 6.531 −1.222 −5.187 −7.647 −5.282 0.080
−3314.87 −1.222 2.186 −1.287 −5.097 −0.694 −0.601
−9018.439 −5.187 −1.287 39.981 42.969 25.312 3.262
−54339.54 −7.674 −5.097 42.969 352.268 35.365 6.348
−7922.51 −5.282 −0.0649 25.312 35.365 27.685 2.214
−1400.76 0.080 −0.601 3.262 6.348 2.214 1.493



















Variance and Co-variance Matrix of the Group of very Rich Countries

V(1) =



















397479984.8 14485.7 −2782.3 30.26 −2.15141−1352.496 3900.25
14485.705 9.812 0.831 −5.708 −13.386 −4.830 0.207
−2782.3 0.831 1.512 −1.691 −3.878 −1.562 −0.272
30.258 −5.708 −1.691 7.856 17.973 6.858 1.187

−21514.072 −13.386 −3.878 17.973 76.412 15.977 4.225
−1352.496 −4.830 −1.562 6.858 15.977 6.122 1.017
3900.245 0.207 −0.272 1.187 4.225 1.017 1.410
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Matrix of variance and co-variance of the two combined groups

V(01) =



















401467606.7 38559.8 11250.6 −61947.8 −200760.3 −56045.19−6797.19
38559.822 14.556 2.720 −17.191 −43.858 −15.576 −1.500
112560.58 2.270 3.161 −6.795 −19.567 −5.853 −1.175
61947.78 −17.191 −6.795 45.429 91.202 35.287 5.201
200760.26 −43.858−19.567 91.202 387.473 80.021 13.701
−56045.19 −15.576 −5.853 35.287 80.021 34.119 4.276
−6797.196 −1.500 −1.175 5.201 13.701 4.276 1.851



















Finding the equation of the discriminatory function

L̂ = â1x1+ â2x2+ â3x3+ â4x4+ â5x5+ â6x6+ â7x7 (12)

We obtain the estimated values of the parameters ˆai of the formula ˆai = v−1d and by the substitution, we get:
â1 â2 â3 â4 â5 â6 â7

0.477 0.391 0.513 -0.029 -0.134 -0.211 -0.127
And the equation of the discriminatory function becomes as follows:

L̂ = 0.477X1+0.391X2+0.513X3−0.029X4−0.134X5−0.211X6−0.127X7

After obtaining the discriminatory function, we can show the relative importance of each of the variables involved in
building the model compared to the other variables by formula:

â∗j = â j
√

vii (13)

â∗1 â∗2 â∗3 â∗4 â∗5 â∗6 â∗7
9557.485 1.492 0.912 -0.195 -2.638 -1.233 -0.173

By neglecting the negative sign with the ascending order, the largest value indicates that the corresponding variable is
the most important variable and has the ability to distinguish between the two groups. The second largest value
corresponding to the second variable in importance and has the ability to distinguish between groups. Table 8 illustrates
this importance for each variable and its discriminatory capacity.

Table 8: show the relative importance of each variable indicated in descending order.
Variable symbol Variable name The relative importance of the variable

X1 Gross national income (GNI) per capita 9557.48
X5 Maternal mortality ratio −2.638
X2 Life expectancy at birth 1.492
X6 Infant mortality rate −1.233
X3 Mean years of schooling 0.912
X4 Under - 5 mortality rate −0.195
X7 Continental Location −0.173

Table 8 shows that more of the variable important in the most in the classification of countries (very rich or rich) are
the per capita GNI, followed by the maternal mortality ratio, and followed the life expectancy at birth as shown in the
table.

3.2.2.2 Test of significant the discriminatory function

To test the significance of the linear discriminant function, the measures shown in Table (9) indicate that the variant
between the two groups for all variables were explained by the discriminatory function, which explained 100% of the
variance. And its legal correlation coefficient was 0.846. The table also showed that the model is highly accurate in
countries’ forecast in terms of rich or very rich.

Table 9 shows the value of the Wilks’ Lambda scale according to the formulasΛ = |W|/|T|, Where,T: Matrix of
variance and co-variance of the two combined groups,W:variance and covariance matrix within the two groups, and its
value is approximately between 0, 1. If it is approached to orequal to one, this indicates that group means are equal,
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Table 9: Test of significant the discriminatory function
Function Eigenvalue % of variance Cumulative Canonical Correlation

1 2.526 100.0 100.0 0.846
Test of function Wilks’ Lambda Chi-Square d f Sig

1 0.284 114.05 7 0.000

thus, there is no distinction between the two groups, but if the value is approached to zero, it indicates the strength of
discrimination. In this research, the value of the Wilks’ Lambda test is near to zero and this indicates that there is a high
distinction between the two groups which are statisticallysignificant at the level of significancep< 0.05, the measureχ2

confirms that , which is calculated from the formula:χ2 = − log(Λ), with degree freedomp(k−1), where was its value
114.05. From the above we find that the discriminatory function isable to explain the variance between the two groups.
And for to test the significance of all variables to determinethe importance of each variable in the discriminatory function,
and the extent of its effect, were the results according to table (10).

Table 10: Test the effect of independent variables
Variables Wilks’ Lambda F df1 df2 Sig

X1 0.617 58.39 1 94 0.000
X2 0.553 75.96 1 94 0.000
X3 0.581 67.78 1 94 0.000
X4 0.528 83.89 1 94 0.000
X5 0.555 75.42 1 94 0.000
X6 0.497 95.19 1 94 0.000
X7 0.776 27.07 1 94 0.000

Table 10 shows that all variables have high moral significance and have a significant impact in terms of classification
and distinction between rich and very rich countries.

3.3 Cutoff Point

The discriminatory function reached has the ability to distinguish states into (rich and very rich). We will calculate avalue
L(1), L(2) in the equation of the discriminatory function of both rich and very rich countries by compensating for valuesXi
in the equation as appendix. We then find an mean ofL in each group.

L(1) =
989614.3

51
= 19263.71, L(2) =

285411.4
45

= 6342.476

We note that if the discriminatory value of the country to be classified is greater than the Cutoff pointL = 12803.088,
it belongs to the group of very rich countries, but if the discriminatory value is less than the Cutoff point, it belongs tothe
group of rich countries.

3.4 The correct classification

Based on the Cutoff point , the results of the classification were obtained according to table (11)
The table 11 shows that 46 of the 49 rich countries were properly classified, also 43 of the 47 countries of the very

rich group were properly classified. It also shows that the probability of correct classification of the two groups was
92.7%, and that the probability of the correct classification of very rich countries was 91.5%, and the probability of the
wrong classification of the group of very rich countries 6.1%while the probability of the correct classification of rich
countries 93.9% and the probability of the wrong classification of rich countries group 8.5%. Thus, we conclude that the
classification table is able to classify 89 countries of the 96 countries a correctly classification to the group to which it
belongs, thus showing that the probability of wrong classification was too small and equal to 7.3% indicating that the
model has the ability to classify.
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Table 11: Results of the classification process
Predicted Group Membership

Observed Rich Very rich Total
Rich 46 3 49

Very rich 4 43 47
Original Ratio of rich countries Ratio of very rich countries 96

Rich 93.9 6.1 100
Very rich 8.5 91.5 100

Table 12: Classification of Drug data by Logistic Regression and Discriminant Function Methods
Predicted Group Membership

Logistic Regression Discriminate Analysis
Actual Group No. of cases Rich Very rich Rich Very rich

Rich 45 47(95.9%) 2(4.1) 46(93.9%) 3(6.1%)
Very rich 51 2(4.3%) 45(95.7%) 4(8.5%) 43(91.5%)

Overall% correctly classified 95.8 92.7%

The overall percentage of the probability of the correct classification was 92.7% and 95.8% for the discriminatory
analysis and the logistic regression method, respectively. Therefore, the results showed that the overall classification rate
for both methods is higher in predicting the possibility of discovering belonging of the country to any group.

We conclude that the method of multivariate logistic regression analysis is more efficient than analyzing the
discriminant function in predictive accuracy. This contradicts the findings of the research [28], which say : that the
analysis of the discriminant function is more efficient thanthe multivariate logistic regression analysis method in
prediction accuracy).

4 Conclusions

1.The application of the two methods (the binary logistic regression method, the discriminatory function) on the data of
HDR , the high and the very high, gave accurate and consistentresults with the real classification of countries.

2.The results of the research showed that the method of logistic regression analysis is more efficient than analyzing the
discriminate function in the accuracy of the prediction.

3.The logistic regression model classified 92 countries outof 96 to the right group and by ratio correct classify 95.8%,
while the discriminatory function classified 89 out of 96 countries correctly and by ratio correct classify 92.7%
respectively.

4.Statistical model that has been created has a statisticalsignificance; indicating the variables have great significance
and statistically significant impact in the classification of countries to very rich and rich countries.

5.The results indicate that the variables that had a significant impact on the classification of countries in the case of
logistic regression are: the mean years of schooling followed by life expectancy at birth and the rate of per capita GNI.
In the case of the discriminatory function, the per capita GNI was ranked first, then the maternal mortality rate, and
finally the life expectancy at birth.

Appendix:

The discriminatory values of the group of very rich countries (1-51) and the group of rich countries (52-96)
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