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Abstract: In a recent days, progressive hybrid censoring scheme lmasedmbination of Type-l and Type-Il progressive censoring
schemes has been discussed and studied quite extensiviigraure of reliability analysis. In this paper, we use tentropy
decomposition in progressive hybrid censoring data toink#apression in a simple form for the entropy of progredgive/brid
Type-l and Type-ll censored data. Moreover, We compute tit@py in progressive hybrid Type-1 and Type Il censored@asfor
the scaled exponential distribution to illustrate the &xise of the presented method.
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1 Introduction progressive hybrid schemes. According to this scheme,
Type-| progressive hybrid censored data follows if we end

Censoring schemes are found to be the famous and mo txpenmem at a pre planned time T.Wh'Ch COmes before
e mth failure and Type-Il progressive hybrid censored

common to use in the experiment of life-testing due to itsdata follows if experiment continues until time T even if
advantages in saving cost and time. During last few years P

the progressive censoring schemes proved to be a&iﬁ rl]iqliglfamij\;g %Cgrlérsi'n?c?:%raetig.n TaT)IcSJu?atE]g “trallﬁ 2?htﬁg1e
important tool in reliability analysis as compared to other y 9

censoring schemes presented in literature so far. Thg|str|but|qn under. conS|derat'|on becau§e of 'the
progressive censoring is flexible and more generalprogresswe censoring and the limit of experimental time

censoring than Type-l and Typel censoring mechanismeid © 1 2Ce e Ba0Cone BTG e e
This permits the removal of live experiment unit in 9 y 9

different intermittent times during the experiment in ?efrn-]ri)r/l%?i-oln i?ingﬁri-ght izotjnce(;(r?[rrglﬁlei'j ir:h(sent;rgrei}n O:;f
addition to the removal at the termination of the P 9

experment. Balkishnan and Craml] preseneq 1P, heress e eficency fevel i unconoled b
progressively Type-Il censored samples as: Let n units be yp ¥ y

placed in test at time zero. Immediately following the first consider the entropy information from random samples in

failure, Ry surviving units are removed form the test at anf ordered rtljatg, one can sgé],, ﬂr?]’ (6. [71. [.8]| anffﬁj. .
random. Then immediately following the second failure, references therein. To determine the best possible efficien

R, surviving units are removed form the test at random.?rﬁnz?tgg? :gg-ege?ﬁeg;g] ;cr’]lg [1%; sttr:J %Iieednf[rhoep}e/zn;fo very
This process continues until at the timerath observed P ' by

\ .~ and the optimal scheme in progressive censoring of
]s,:uie’n—Rl—Rz— thiRm L—m Whiéﬁm;r;d'gﬁ]' Type-ll. Cramer and Bagh 1fl] explored plans of

removed from the experiment. So the life testing stops a{;nei)g(r;?nm/n;l;nr:renrﬁrens e:\}\;gglyz] Fdﬁgcgggggestﬁzeo Ttxi/r%ea-lu
the mth failure. The observed failure times 9 . P

X = (Xyymn Xorum ..., Xmmn) _CONStitute  progressive scheme that maximizes the informational efficiency with

Typed cénsored OS. 1 s scheme, eter expermer¢SPECt 12, Some dilerent opmaiy based on enony
may last quite a long time or stop too early. Therefore, '

Kundu and Joarder2] and Childs et al. 3 suggested a [13] studied entropy in hybrid censoring data. In this
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article, an exact expressions for entropy informationwhere
contained in both types of progressively hybrid censored
data is derived. We illustrate this expressions based on

presented plan for optimal censoring by applying it to life Cjr = |L| L,andi cjr=1
time distribution. T kelksj k17 Gt =0
The joint pdfg;..mmn(U) presented byl[5] can be written
2 Entropy in progressive Type-1 hybrid as
censoring m-1

In this section, we obtain an exact expression for the G1-mmen(U: 6) = Grmn(U; 6) Dl Or-+timen(Ur-1[Uk: 6)
entropy in progressive hybrid Type-1 censoring scheme. 4)
First, we present some necessary tools. Suppos&hereg; ijrmn(Ur+1/Ur; ) is the conditional density of
Up,---,Un is ii.d. random sample of sizen from  Urizmn given Ur:mn. Note that this conditional density
absolutely continuous distribution with cumulative function is the density of the first order statistis;, |,
distribution function (cdf)iG(u; 6) and probability density \yhere Y has the pdf, 1798':9?9 with sample size
function (pdf)g(u; ) where8 is a real valued parameter N—Ri—---R —r). Then we r(;g'vé
and the sample is arranged in ascending order. Morabb(i L '

and Razmihattlg presented e folowing result, e Gotemtesani®) = o sy (%)% 1Ly > "
{min((Urn, T),1(Ur:n <T))}. Then

Following [2] and [3], the experiment is terminated at

1.The entropy ifJ; can be obtained as min(Ummn, T) in @ Type-1 progressive hybrid censoring
- scheme. Hence, progressive hybrid censored Type-I data
Hu, = G1:n(1—logn —/ logh(u)g1:n(u; 6)du, may be recorded asT = (Tymn, -, Tmmn), With
1 = Gual )7 Jp lo9NWBali0) Tamn = (%,8), for i = 1.--.m and
2.The conditional entropy iJ;41 given U, can be X =MiN(Uimn, T), & = I(Uimn < T). To obtain the joint
obtained as density of T denoted bygi:mn,... mmn(t1,- - ,tm), We can

use the decomposition
Hu,_u, = {(L—log(n—r +1)}{1 - Ci1G""*X(T)} — [ logh(u)grn(u; 6)du,

m-1

whereh(u) = ﬂ, is the hazard function.
W gr-mmn(tz, - tm) = Grmn(t1) I_lgr+l:m:n\i:m:n(tr+1|tr)a
r=

1-G(u)

Let U - (Ul:m;n, e ,Um:m:n) COﬂStItUte Type'“ 6
progressive censored OS from a sample of size n. Then . . ( .)
likelihood function presented by§| as whereg, ;1 :mn(tr+1/tr) can be obtained, if we consider
onlyUimn < T.
m
91.-mmn(U; ) = rlcr—lg(“rimin; 6)[1— G(Ur:mn; 6)], Now, we obtain a simple expression for the entropy in
r=

Q) progressive hybrid Type-I censored data as the following.

wherec; =n—Ri—Ro—Rs--- — R — 1), fr.mmn(U;8) Theorem 2.1. The entropy in the progressive hybrid Type-
- ) =M ’ . | .

is joint density function of (Uymn,Uzmn- -+ ,Ummn). | CENSONNG datddy ;i

Balakrishnan et al.14] and Abo-Eleneend] established

the following expression for the entropy of progressive

Type-ll censored order statistics. Proof. Using the Markov chain property of the order
Lemma 2.2. The entropy of progressive Type-Il censored statistics from progressive Type Il censored samples

order statistics,Hi..mmn(U), in terms of the hazard ([15)), we have the following decomposition
function h(u) = g(u)/G(u) is given as a summation of

single integrals as

HE e = S0 {(1 - loge, ) (1~ CL3G%174(T)) — g logh(u)grmn(u; 6)du}.

o m glmm:m:n(tb U ;tm) = gl:m:n(tl) H:ngllgr+1|r:m:n(tr+1|t(r;-
Hi.mmen(U: 8) = m—lo c—/ logh(W) 'S gramn(U; 8)dU,
t-mmn(L; 6) 9e7 .9 ( )Zlgr'm'n( ) Therefore, the entropy of Type-I hybrid censored sample
(2)  canbe written as
where,c = 121 ¢—1 andgrmn(u) is the pdf of ther-th
progressively Type-Il censored order statistic. The
marginal density,:mn is given by [L6], as Hi..mmn = Himn + Hamnjzmn + - - + Humenjme 2:mens

r . .
(U 8) = S i rg(u 0)(1—G(u:8)% 1L (3 where Hy 1mnrmn i the expected entropy i 1:mn
Ormn(1%:6) le iU O) (1i:6)) @) given Tr:mn = Ur. Sincegy_1(tr[tr — 1), for Upmn < T,
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can be interpreted as the pdf of
(min{Y1e, , AT}HI(Y1, , <T), whereYy, , is the first |
order statistic of a random sample of size; from Hrymmn = Himmn + Hmia o meRymmns

random variable truncated from a left with pfl!LY) for .
- Using L 1 btain th _G(Ui)d't' lwhere,Hly...mm;n and Hpy, 1m: R, mmn are the entropy in
y = U1 Using Lemma 2.1 we can obtain the conditional yhe - progressively  Type-ll  censored  data

entropy Y., ; GvVeNUr—1mn = Ur—1 8 (Uzmn, -+ .Ummn) and the average of the conditional
entropy in the Type-l hybrid censored data

- Tets s Ty givenT,_gr,:n respectively.
Hoantt_ym) = {11085 _,)(1 - CE 3 G%+4(T)) — [g logh(t) s, (1)t I(\Icr)vv Wenmm)conside;1 Rmtnhe decomposition  of

. . . tme1,.- -t Um) as
Hence, the average of the conditional information can begm+1 mRojm(tm+ 1 R Uim)

written in[9] as

Hr:m:n\r—l:m:n = H”“"(lec,,l/\'r) gwl...man‘m(tml,---,tm+Rm|Um) = gm+1\m;m:n<tm1‘tm) ﬂlr“:nRyflgr+1\r:mzn(tr+1‘tf>~
_ . (10)
= <lfIogc,,l)(lfcérfle*“(T))*/O logh(t)gr:mn(t)dt. Since gmyrjmir—1mn(tmir[tmir—1) is the conditional

density of min  (Up_r,+rm, T), Qiven  min
(Un—Rytr—1n, T). Using Lemma 2.1, we can obtain the
average of the conditional entropif, 1...mRy,mmn @S

Then, Theorem 2.1 follows from Equatio) (

3 Entropy in progressive Type-11 hybrid Hoetomipomn = 3 {(L—logn—r + D} {L-Cy-2,, 6" ()}
. r=n— 1

censoring -

~ [} togh(u)gen(w)du}.

In this section, we obtain the entropy in progressive\we can re-ex

Type-Il hybrid censoring scheme. Following, Childs et al.

[3] the progressive Type-Il hybrid censoring scheme can

be defined in the following two setting, first experiment

continues up to tim@ if Unmn < T without any further 0 | [{1—Iog(n—r+1)}{1—ng+1§”*r+1(T)}—fOT Iogh(x)gr;n(u)du}

dragging to the survival units after the failumth second  _nr[;; 1oqm_ a1 Eherd Tloah(xa(ud

experiment ends dlymn if Ummn > T, Hence, we have > [(1~log(n—r+ 1) }{1— =2, F™3(T)} 3 logh(X)grn(u)lu]

a numberRy, of survival units still under the experiment

even after themth failure has occurred whétyymn < T.

Therefore, the progressively Type-II hybrid censored datgpig completes the proof.

can be denoted b{Ty, ..., Tmir,), WhereT; = Uj:yn, for

i = 1...m, and

Ty = (min{Un—Rm-s-i:n,T}J(Un—Rm+i:n < T)), for : :

i~ 1. Rn 4 An application

Theorem 3.1. The entropy in the progressive Type-ll

hybrid censoring datBi}, ,mn i

pregﬂml---m%\m:m:n as

Hm+1---m+Rm\m:m:n =

=Hc— H(n—Rm)/\T:nv

EXAMPLE 2.1. For the exponential distribution with pdf
g(xA) = 1exp—x/A),x > 0, A > 0 and cdf
G(x;A) = 1 —exp(—x/A) the hazard function is /A.
Using Theorem 2.1, the entropy in Type-l hybrid
censored data with a censoring tirfiecan be readily
obtained as

H'Il'lvm:m:n = Himmn+He— H(n—Rm)/\T:na

whereHyi ... ymn, He and Hin—rmAT:n represent entropy
for Type-Il progressive censoring, entropy for Type-l
censoring and Type-II hybrid censoring, respectively.

Proof. Using the Markov chain property of the order "tummn=Zfal(1=l0g, ,)(1=CERGH (T /A)) ~10g(T/A)Grmn(T/A)}

statistics from progressive Type Il censored samples W&\|so. in Theorem 3.1 using Lemma 2.2 and Leng%nlg 21
have the following decomposition for computing the entropy in Type-Il progressive censored

data and the entropy in Type-Il censored data respectively,
Or-miRyemn(te, tm) = Grmmn(t1 - tm) Gy 1 mi Ryfm(tme 1, - - tmi R tm), we may obtain the entropy in progressively Type-II hybrid
(9) censored data as follows
where g1 .mmn is the joint density function of the

1 m
. I —_ —_ —_ —_ oy
progressively Type-Il censored data &l 1. mgymmn |7~ M09 100 2, Gemn(T/A)dx

is the conditional joint density of the Type-l hybrid n-Rm+1 _

censored data, givély, = tm. ThusTm = Up_R,:n. ) [(1—log(n—r+1)H{1-Ci7,,G"(T/A)}]

Using Equation 9), the following decomposition follows Rl

from the strong additivity of the entropy —10g(1/3) 3 Gen(T/A), (12)
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Table 1: Best ten censoring schemes of Type-l and Type-II
progressive hybrid from scaled exponential distribution(h =
10,m=1>5)

n | m [ Censoring schemd H}, .., | Censoringschemd HY ...
0] 5 (0.0.1,4.0) 5.373 0,0,1,4,0) 4.985
10| 5 (0,0,2,3,0) 3.850 (0,0,2,3,0) 3.159
0|5 (5,0,0,0,0) 3.015 (5,0,0,0,0) 2.881
10| 5 (4,1,0,0,0) 2.917 (4,1,0,0,0) 2.784
10| 5 (3,2,0,0,0) 2,750 (3,2,0,0,0) 2.637
10| 5 (0,0,3,2,0) 2.665 (2,3,0,0,0) 2.510
10| 5 (0,0,2,3,0) 2.600 (0,0,3,2,0) 2.429
0|5 (2,2,1,0,0) 2.338 (0,0,0,0,5) 2.170
10| 5 (0,1,2,2,0) 2.226 (0,1,2,2,0) 1.952
10| 5 (0,2,1,2,0) 2.052 (0,2,1,2,0) 1.748
where
d 1
Grmn(X) =13 ¢jrg(xj)(1— G(x})%*"7,
=1
and

PG (1~ G .

M s

Gr:n(x) =

]=r

[4] K. M. Wong and S. Chan, (1990). The entropy of ordered
sequences and order statistics, |IEEE Trans. Information
Theory,36, 276-284.

[5] S. Park, (1995). The entropy of consecutive order stasis
IEEE Trans. Information Theory, Voli1, 2003-2007.

[6] S. Park, (2005). Testing exponentiality based on the
Kullback-Leibler information with the type Il censored dat
IEEE Trans. Reliability54, 22-26.

[7] N. Ebrahimi, E. S. Soofi and H. Zahedi, (2004). Informatio
properites of order statistics and spacings, IEEE Trans.
Information Theory50, 177-183.

[8] M. Asadi, N. Ebrahimi, G. G. Hamedani and E. Soofi,
(2006). Information measures of Pareto distributions and
order statistics, Advances on Distribution Theory, Order
Statistics and Inference, N. Balakrishnan, E. CastillohM
Sarabia, eds, Birkhauser, Boston.

[9] Z. A. Abo-Eleneen, (2011). The entropy of progressively
censored samples, Entropy, V@B, pp. 437—449.

[10] Z. A. Abo-Eleneen, (2012). A novel approach for optimal
schemes in progressive censoring plans, J. Comm. Comput.,
9, 426-433.

[11] E. Cramer and C. Bagh (2011) Minimum and maximum
information censoring plans in progressive censoring. @om
Stat Theory Meth.40, 2511-2527.

Since progressive censoring is a diverse censoring plaft2] A. M. Awad, (2013). Informational Criterion of Censafe

specifically there is a flexibility in the choice of
(R1,--+,Rm), for example, if we taken = 10 andm =5,
we obtain a total of censoring schem(8s"), which gives
a value of 126. We consider some different valuesRar
in the censoring schem@ry,---Ry), whenn = 10 and
m= 5. For the special cas® = 2, and the median of the

Data Part I: Progressive Censoring Type Il with Application
to Pareto Distribution, In: Advances in Statistics and
Optimization, Editors: Khan, A. H. and Khan, R. Published
by R.J Enterprises, New Delhi, India, 10-25.

[13] H. Morabbi and M. Razimkhah, (2009). Entropy of hybrid
censoring echeme, J. Statist. Rés161-176.

[14] N. Balakrishnan; A. Habibi Rad, and N. R. Arghami,

time i.e. (T = 6log2,). Table 1 provides the values of
HE \memn @nd HYL - The entries were calculated by
Equations {1), (12, and MATHEMATICA. We may
specified the optimal progressive hybrid censoring

information with progressively Type-Il censored data. EEE
Trans. Reliab.56, 301-307.

[15] N. Balakrishnan and R. Aggarwala,(2000) Progressive
Censoring:Theory, Methods, and Applications. Boston:

schemes out of 126 possible schemes for which the Birkhauser.

maximum entropy is attained. In Table 1, we record the

[16] N. Balakrishnan, A. Childs and B. Chadrasekar, (2082).

ten best progressive hybrid censoring schemes based on efficient computatinal method for moments of order statssti

maximizing the entropy. Table 1 shows that the entropy in
progressive Type-Il hybrid censoring and the entropy in
progressive Type-l hybrid censoring are maximized at
censoring schem@, 0,1,4,0), for all censoring schemes
and for the chosen censoring Tife
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