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Abstract: Balasooriya and Gadag (1994) proposed a location and scale invariant test based on thstédistic Zk for testing the k
upper outliers in two-parameter exponential sample. Kughat have proposed test statistics for testing multiplecupptlier detection
in gamma sample. In literature, various test statistice laen proposed to detect outliers in an exponential sainiites (1966) also
proposed a new test statistics to detect outlier in the expiad case. In this paper, the test statistic proposed kgsllhas been used to
detect outliers in a two parameter gamma sample and theistribaition of the test statistics has been obtained. A ktian study is
carried out to compare the theoretical developments.
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1 Introduction

The two parameters of a gamma distribution represent the scal the shape parameters and because of this, it has
flexibility in analysing any positive real data. It has ineseng as well as decreasing failure rate depending on thpesha
parameter, which gives an extra edge over exponentiallmi§on, which has only constant failure rate. Since sum of
independent and identically distributed (i.i.d.) gammadam variables has a gamma distribution, it has more pgdctic
utility. For example, if a system is dependent on a particatanponent which requires n-spare parts for maintenance,
and if the component and each spare parts has i.i.d. gametiankf distributions, then the lifetime distribution of the
system also follows a gamma distribution. Another inténggbroperty of the family of gamma distributions is thatésh
likelihood ratio ordering, with respect to shape parametben the scale parameter remains constant. It naturaftiijém

the ordering in hazard rate as well as in distribution. Heifc@me outlying observations are present in a sample from
Gamma distribution, the inferences made on the basis afdimigle may not be dependable. Hence, a study of detection of
outlying observationsis needed. For gamma samples, a mahtliscordancy tests for a single and multiple upper orglie
have been proposed by various authors; for example, seeBamd Lewis (1994), Kale (1976), Kimber (1979, 1983),
Chikkagoudar and Kunchur (1983), Likes (1987), Lewis arall&i (1979), Balasooriya and Gadag (1994) and Zhang
(1998) etc. Jabbari Nooghabi et. al. (2010) extended th& wbZerbet and Nikulin (2003) for gamma distribution. In
this paper a test statistic is developed for identificatibmoltiple upper outliers. To start with, the null and thecailtative
hypotheses are formulated. Thus the null hypothidgisays that there is no outlying observation in the sample laad t
alternative hypothesidy states that there akeupper outliers in the sample.

2 The Test Statistic

In case of a sample from an exponential distribution, LikeX8(7) proposed a test statistic for testing upper outliers

Xin) = K-k

Dy =
X —Xa)

(1)

The test statistic (1) is based on score function for tedtipggainstHy. The statistic (1) will have small values if upper
outliers are present in the data and declare them as disddfdhey exceed by a specified value. Since, exponential
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distribution has constant failure rate, so it may not be appate to assume that the outliers are from the exponential
distribution. However, it would be more appropriate to ddasmore general lifetime model for detecting upper otglie
in the data.

The probability density function (pdf) of a gamma distribatwith shape parameter and scale param@tiergiven
by

f(xA,0)= mleA x*~texp(—%),x>0,A >0, 6>0.

For identification of outliers, a statistical test procesl@alled a discordancy test to decide whether or not the
contaminant observations are to be declared as discorslgr@rformed. Thus, given a samplg, Xo, ..., X, and its
corresponding order statistic§y), X2, .., X(n), it may be desirable to test the null hypothesig such that all the

observations are members o&gl, 6) against the alternatividy thatn— k observations are from this model Hutalues
come from &G(A,b0), b > 1. Clearly,Hy is a scale slippage alternative.

Thus for a discordancy test of thelsebservations, the test statisilg proposed by Likes (1987) for testifkgupper
outliers in exponential sample, is applied for gamma saraptkethe performance of the test is computed.

3 Null Distribution of the Test Statistics

For developing a test procedure, the null distribution @ tiast statistic has to be obtained. The null distributiothef
test statistidy is obtained in a similar manner as that was obtained by Kumétalitha (2012) for Exponential sample.
The distribution oDy under the null hypothesldg is given in the following theorem.

Theorem Under the null hypothesis, the statisfly defined in (1) follows a beta distribution of second kind with
parameterd k andA (n— 1) respectively.

Proof: This theorem can be proved using the characteristic fanethd the inversion theorem. Let
Yj = Xn-j+1) — Xn—j)- 1 =1,2,...n— 1,
Then the numerator and denominator of (1) may be written as-
jlej = Xn) = Xn-k) and?iin = Xin) — Xz) respectively.
The test statistic can be rewritten as

D, — ¥ X jry—Xin-j))
K= 50T % )"
3121 (X 4% )

kK v
Or Dy = 2220
Yi-1Yi

The joint characteristic function of and is-

v k n-1
= » WhereV = jzle andw = jzle.

buw (t,2) =E (ei(\/t+\/\/z))

ok n=1
Iy yjt+ Yy yjz
—E | ei=t j=1

iE yjt+ilE1yjz
=/[el=t 71 f(y1LY2,....Yn-1)dy1dyo...dyn 1.

Under the null hypothesis, i.e. when no outlying observetiare present; follows a Gamma distribution.Then V
and W being functions dfj, the joint characteristic function of V and W is given by

duw (t,2) =

=1

O—3g

n—1c
1\ —1g-ity; /84y 1\ —1g-i2y/84y:
r/\eAy? e /dy; j[llg r/\eAy? e /%y,

(@© 2018 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. Let5, No. 2, 53-62 (2018) www.naturalspublishing.com/Journals.asp NS = 55

k k. n-1 k .
(L ity=1( 1 izy~1
¢(V7W)—(9A) J.Dl(e) (9/\) J_Dl(e) :
Now using inversion theorem, the joint distribution of V aiwdcan be obtained as follows-
fuar (UW) = 1 [ (1,7 & 2

K _
|;| (%) e "’tdt f|‘| (2)” te-iwzg,

j=1
Slncef e ')Vt Z"VA;\efv/e, v>0and
9
e—iwz 2w —le— W/9
g (%)A dt = i w> 0,

1 vkl g 1 VD=1 g
f\AW(V,W) 9K TAK € v/ pA(n-1) TA(n—1) € i !

Hence, the joint distribution of andw is

— 1 VKL pA-D-1 v w
fVaW(VaW)_ (9)\)”“(’1 A1) TAK e ve 0.
Or .

_ WDl e Pklgd
fuw (M W) = *5 e e o WW>0:4,6 > 0.

=f(v) f(w),

wheref (v )_Vgﬁklf-;fk v>0;1,6>0,

andf(w):%%;w>o;/\,e>0.

From this, the probability density function (pdf) Df is obtained as

1 dekt
O = B ) (17 g O @
This is aBz (Ak, A (n 1)) density.
Now, let 1=+ d = dk then equation (2) transform to
1 AA(N-1)-1 A Ak-1 ,
fdk/(D)—m(dk) (1—dk) ,0<dk <1 (3)

where B(a,b) = 'E;‘i%) is a complete beta function.

4 Critical Values

It can be seen that K largest observations are outlying, then the statiBfiavill assume small value. Hence, the critical
valuesd,, for level of significancer may be obtained by using from the following equation.

P[Dk < da|Ho] = a 4)

da
Consequently, fdk/ (D)dD = a has to be solved fat, for obtaining critical values.
0

Thus on using (3),

X
dg = IAn-1). ak(a), wherelap(X) = B(;,b) gyail(l_y)bil
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is an incomplete beta function of first kind. This equation tmbe solved for obtaining the valuesdyf.

Hence, the test procedure is as follows: RefjggtwhenDy < dy otherwise it may be accepted. Here k denotes the
number of largest observations that are declared as deebath level of significance.

An Example: Kimber and Steven(1981) in which the time intervals datagiven by 25, 52, 7, 61, 446, 34, 87, 76,4, 17,
19, 240, 116, 45, 64, 141, 31, 503, 10, 181, 101. For testirzgpper outliers, the value of the test statistic for k=1 and 2
were found to bé; = 0.1142285 andD, = 0.5270541 respectively at 5 percent level of significance. drfiieal values

for k=1 and 2 arel; = 0.2641682and, = 0.6231105. Hence, in this case both upper extreme obsersgatiere declared
as outliers.

5 Performance Criteria

To compute the performance of the discordancy test, Da@fXland Barnett and Lewis (1994) have described different
performance criteria for single and multiple outliers ineanple. These are refined by Hayes and Kinsella (2003). Under
Hy, the following probabilities were defined for different uak ofk.

P = P(AcceptHiH));i, j = 1,2, k. 5)

Whenk = 2, from (5), the probabilitiep?, andp3, of correct decisions angf,, p3, of masking and swamping effects
respectively were computed for the level of significance 0.05 and for different choices af& b.

Whenk > 3, from (5), similar probabilities can be defined for perfame studies. For a good performance, the
probabilities in (5) should be high foe= |, i, j = 1,2, .k, while it should be low for < j,i,j = 1,2, ,k, (case of masking)
andi > j,i,] = 1,2, k (case of swamping).

6 Simulation Study

Here, a simulation study is carried out to compute the paréorce of the test statistic (1) using the method given by Lin
et al (2014). The powers were evaluated and also the prdteddf masking and swamping for the case wken2 & 3
were determined. For givamk andb, the samples of size n under the hypothékiswere first generated by choosing a
sample of size n fronG3(1,1). After that, these samples were arranged in ascending ofdeagnitude to obtain the
ordered samples. F&r=2,N = 10000, replications of size= 10, the samples were generated frGii, 1) distribution
and(n— 1)th andn'™ observations were replaced by, 1 andbx,, whereb > 1. The test statisti®, was computed and
compared with the respective critical values. The diffengerformance probabilities given in (5) were obtained for
b = 10(5)50,50(10),100(50)150. Graphs of these probabilities were plotted which a@wvshin figure 1 to 9 for
different value of significance.

It can be seen from 1 and 5 that has low power at initial value it asb increases, the power of the test increases
very rapidly and become steady for both the cases. The piltijaabgz , shown in figure 2, also increaseslaisicreases.

The probability of swamping and masking eﬁepﬁsz& p%l , respectively, shown in figures 3, and 4, are very low for all
values ofb.

From fig. 1, it can be seen that the probabih‘@i increases moderately til = 20, but beyond that it increases very
rapidly.

From fig. 2, it can be seen that the probabilis increases moderately til = 22, but beyond that it increases very
rapidly.

From fig.3, it can be seen that the probabifify is same at all value fdy and very low. From fig.4, it can be seen that
the probabilityp2, high at initial value ob and moderately drop &t= 20 beyond that it decreases very rapidly.
From fig. 6, it can be seen that probabil'mg2 increases very rapidly tilb = 90 after that it become steady. From

fig.7, the probabilitypg3 is very low till b = 100 and after that it increases very rapidly and friom 300, it becomes
steady. From fig.8 & 9, masking and swamping effectkfer3 are also very low.
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Fig. 1: Over all Power of the statistidy for n= 10 andk = 2 anda = 0.05.
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Fig. 2: Performance criteriopg2 of testing procedure fan = 10 andk = 2 anda = 0.05.
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Fig. 3: Masking effect probability oDy for n =10 andk = 2 anda = 0.05.
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Fig. 4: Swamping effect probability dDy for n =10 andk = 2 anda = 0.05.
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Fig. 5: Power of testing procedure far= 15 andk = 3 anda = 0.05.
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Fig. 6: Performance criteriopog'2 of testing procedure fan = 15 whenk = 3 anda = 0.05.
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Fig. 7: Performance criteriop§3 of testing procedure fan = 15 whenk = 3 anda = 0.05.
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Fig. 8: Masking effect of testing procedure for= 15 whenk = 3 anda = 0.05.
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Fig. 9: swamping effect of testing procedure for= 15 whenk = 3 anda = 0.05.

This implies that larger the deviation in scale parametetdtver the effect on the power of testing procedure beyond
b =90.

Hence, it shows that all powers and masking, swamping sffeate similar pattern for different value . k. Similar
pattern can be seen for other values of level of significaireéor a = 0.01 and O1.

7 Concluding Remarks

On the basis of performance, in terms of general power anbghitities of swamping and masking effects, it can be
concluded that the test based Dp has a good performance as it correctly identifies the comamtiobservations as
discordant. AlsoDy has very low probability of masking effect i.e. of not iddwpitng the contaminant observations as
outliers. Masking effect oDy is not very good however, it is considerably low.
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