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Let $F$ be a distribution in $\mathcal{D}^{\prime}$ and let $f$ be a locally summable function. The neutrix composition $F(f(x))$ of $F$ and $f$ is said to exist and equal to the distribution $h(x)$ if the neutrix limit of the sequence $\left\{F_{n}(f(x))\right\}$ is equal to $h(x)$, where $F_{n}(x)=F(x) * \delta_{n}(x)$ for $n=1,2, \ldots$ and $\left\{\delta_{n}(x)\right\}$ is a certain regular sequence converging to the Dirac delta function. In particular, the composition $F(f(x))$ is said to exist and be equal to the distribution $h$ if the sequence $\left\{F_{n}(f(x))\right\}$ converges to $h$ in the normal sense.

In this study it was proved that if $F(x)$ denotes the distribution $x^{-1}$, then the composition $F(\sinh x)$ exists and given by $F(\sinh x)=\operatorname{coshec} x$. Some further similar results are also deduced.
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## 1 Introduction

In the following, we let $\mathcal{D}$ be the space of infinitely differentiable functions $\varphi$ with compact support and let $\mathcal{D}[a, b]$ be the space of infinitely differentiable functions with support contained in the interval $[a, b]$. A distribution is a continuous linear functional defined on $\mathcal{D}$. The set of all distributions defined on $\mathcal{D}$ is denoted by $\mathcal{D}^{\prime}$ and the set of all distributions defined on $\mathcal{D}[a, b]$ is denoted by $\mathcal{D}^{\prime}[a, b]$. Two distributions $F$ and $G$ are equal if and only if $\langle F, \varphi\rangle=\langle G, \varphi\rangle$ for all $\varphi$ in $\mathcal{D}$.

If $f$ is a summable function, it defines a distribution, also denoted by $f$, by defining $\langle f, \varphi\rangle$, its value at $\varphi$ as

$$
\langle f, \varphi\rangle=\int_{-\infty}^{\infty} f(x) \varphi(x) d x
$$

This kind of distributions may be multiplied with real numbers and can be added together, such that they form a real vector space. Thus certain operations on ordinary functions can be extended without difficulty to distributions. In general it is not possible to define other operations such as multiplication, convolution and change of variables for arbitrary distributions except only for particular distributions. For example, in the theory of Schwartz distributions, no meaning were given for $F(f(x))$, where $F$ and $f$ are distributions.

Thus the distributions cosh ecx and $\operatorname{coth} x$ are defined by cosh ecx $=[\ln \mid \tanh (x / 2)]^{\prime}$ and $\operatorname{coth} x=(\ln |\sinh x|)^{\prime}$, respectively. It follows that if $\varphi(x)$ is an arbitrary function in $\mathcal{D}[-1,1]$, then

$$
\begin{aligned}
\langle\operatorname{coshec} x, \varphi(x)\rangle & =\int_{-1}^{1} \operatorname{coshec} x[\varphi(x)-\varphi(0)] d x \\
\langle\operatorname{coth} x, \varphi(x)\rangle & =\int_{-1}^{1} \operatorname{coth} x[\varphi(x)-\varphi(0)] d x
\end{aligned}
$$

Now let $\rho(x)$ be a function in $\mathcal{D}$ having the following properties:
(i) $\rho(x)=0$ for $|x| \geq 1$,
(ii) $\rho(x) \geq 0$,
(iii) $\rho(x)=\rho(-x)$,
(iv) $\int_{-1}^{1} \rho(x) d x=1$.

Putting $\delta_{n}(x)=n \rho(n x)$ for $n=1,2, \ldots$, it follows that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\langle\delta_{n}(x), \varphi(x)\right\rangle & =\lim _{n \rightarrow \infty} \int_{-1 / n}^{1 / n} \delta_{n}(x) \varphi(x) d x \\
& =\lim _{n \rightarrow \infty} \int_{-1}^{1} \rho(t) \varphi(t / n) d t=\langle\delta, \varphi\rangle=\varphi(0)
\end{aligned}
$$

for arbitrary $\varphi$ in $\mathcal{D}$ and so we see that $\left\{\delta_{n}(x)\right\}$ is a sequence of infinitely differentiable functions converging to the Dirac delta-function $\delta(x)$. More generally, $\left\{\delta_{n}^{(r)}(x)\right\}$ is a sequence of infinitely differentiable functions converging to $\delta^{(r)}(x)$.

If $F$ is a distribution, it is the $r$-th derivative, for some $r$, of a summable function $f$ on a bounded interval $(a, b)$. We can therefore define the convolution $\left(F * \delta_{n}\right)(x)=F_{n}(x)$ by

$$
\left(F * \delta_{n}\right)(x)=\left\langle F(x-t), \delta_{n}(t)\right\rangle=\left\langle f(x-t), \delta_{n}^{(r)}(t)\right\rangle=\int_{-1 / n}^{1 / n} f(x-t) \delta_{n}^{(r)}(t) d t
$$

on the interval $(a, b)$. It follows that $\left\{F_{n}(x)\right\}$ is a sequence of infinitely differentiable functions converging to $F(x)$ on the interval $(a, b)$.

Now let $f(x)$ be an infinitely differentiable function having a single simple root at the point $x=x_{0}$. Gel'fand and Shilov defined the distribution $\delta(f(x))$ by the equation

$$
\delta(f(x))=\frac{1}{\left|f^{\prime}\left(x_{0}\right)\right|} \delta\left(x-x_{0}\right)
$$

and more generally,

$$
\delta^{(s)}(f(x))=\frac{1}{\left|f^{\prime}\left(x_{0}\right)\right|}\left[\frac{1}{f^{\prime}(x)} \frac{d}{d x}\right]^{s} \delta\left(x-x_{0}\right)
$$

for $s=1,2, \ldots$, see [9].

Note that some certain divergent integrals can be interpreted as distributions, see [2] and [13]. Then it is a diffucult task to give a meaning to the expression $F(f(x))$, where $F$ and $f$ are singular distributions.

In order to give a more general definition for the composition of distributions, the following definition was given in [3] and was originally called the composition of distributions. Note that taking the neutrix limit of a function $f(n)$, is equivalent to taking the usual limit of Hadamard's finite part of $f(n)$, see [14].

Definition 1. Let $F$ be a distribution in $\mathcal{D}^{\prime}$ and let $f$ be a locally summable function. We say that the neutrix composition $F(f(x))$ exists and is equal to $h$ on the open interval $(a, b)$ if

$$
\mathrm{N}-\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} F_{n}(f(x)) \varphi(x) d x=\langle h(x), \varphi(x)\rangle
$$

for all $\varphi$ in $\mathcal{D}[a, b]$, where $F_{n}(x)=F(x) * \delta_{n}(x)$ for $n=1,2, \ldots$ and $N$ is the neutrix, see [1], having domain $N^{\prime}$ the positive integers and range $N^{\prime \prime}$ the real numbers, with negligible functions which are finite linear sums of the functions

$$
n^{\lambda} \ln ^{r-1} n, \ln ^{r} n: \quad \lambda>0, r=1,2, \ldots
$$

and all functions which converge to zero in the usual sense as $n$ tends to infinity. In particular, we say that the composition $F(f(x))$ exists and is equal to $h$ on the open interval $(a, b)$ if

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} F_{n}(f(x)) \varphi(x) d x=\langle h(x), \varphi(x)\rangle
$$

for all $\varphi$ in $\mathcal{D}[a, b]$.

The following theorems were proved in [3] and [4] respectively.

Theorem 1. The neutrix composition $\delta^{(s)}\left(\operatorname{sgn} x|x|^{\lambda}\right)$ exists and

$$
\delta^{(s)}\left(\operatorname{sgn} x|x|^{\lambda}\right)=0
$$

for $s=0,1,2, \ldots$ and $(s+1) \lambda=1,3, \ldots$ and

$$
\delta^{(s)}\left(\operatorname{sgn} x|x|^{\lambda}\right)=\frac{(-1)^{(s+1)(\lambda+1)} s!}{\lambda[(s+1) \lambda-1]!} \delta^{((s+1) \lambda-1)}(x)
$$

for $s=0,1,2, \ldots$ and $(s+1) \lambda=2,4, \ldots$.
Theorem 2. The neutrix composition $\left(x_{+}^{\mu}\right)_{-}^{\lambda}$ exists and

$$
\left(x_{+}^{\mu}\right)_{-}^{\lambda}=\frac{(-1)^{\lambda \mu} \pi \operatorname{cosec}(\pi \lambda)}{2 \mu(-\lambda \mu-1)!} \delta^{(-\lambda \mu-1)}(x)
$$

for $\mu>0, \lambda \neq-1,-2, \ldots$ and $\lambda \mu=-1,-2, \ldots$.

## Main Results

We now prove the following theorem.
Theorem 3. If $F(x)$ denotes the distribution $x^{-1}$, then the composition $F(\sinh x)$ exists and

$$
\begin{equation*}
F(\sinh x)=\operatorname{coshec} x \tag{1.1}
\end{equation*}
$$

## Proof: Putting

$$
F_{n}(x)=x^{-1} * \delta_{n}(x)=\int_{-1 / n}^{1 / n} \ln |x-t| \delta_{n}^{\prime}(t) d t
$$

we have

$$
F_{n}(\sinh x)=\int_{-1 / n}^{1 / n} \ln |\sinh x-t| \delta_{n}^{\prime}(t) d t
$$

We note that

$$
\begin{equation*}
\int_{-1}^{1} F_{n}(\sinh x) d x=0 \tag{1.2}
\end{equation*}
$$

since $F_{n}(\sinh x)$ is an odd function and

$$
\begin{equation*}
\int_{-1}^{1} x \int_{-1 / n}^{1 / n} \ln |\sinh x-t| \delta_{n}^{\prime}(t) d t d x=2 \int_{0}^{1} x \int_{-1 / n}^{1 / n} \ln |\sinh x-t| \delta_{n}^{\prime}(t) d t d x \tag{1.3}
\end{equation*}
$$

since $F_{n}(\sinh x)$ is odd. We have

$$
\begin{aligned}
& \int_{0}^{1} x \int_{-1 / n}^{1 / n} \ln |\sinh x-t| \delta_{n}^{\prime}(t) d t d x=\int_{-1}^{1} \delta_{n}^{\prime}(t) \int_{0}^{\sinh ^{-1} n^{-1}} x \ln |\sinh x-t| d x d t \\
&+\int_{-1}^{1} \delta_{n}^{\prime}(t) \int_{\sinh ^{-1} n^{-1}}^{1} x \ln |\sinh x-t| d x d t \\
&= \int_{-1}^{1} \rho^{\prime}(v) \int_{0}^{1}\left(1+u^{2} / n^{2}\right)^{-1 / 2} \sinh ^{-1}(u / n) \ln |(u-v) / n| d u d v \\
&+ \int_{-1}^{1} \rho^{\prime}(v) \int_{1}^{n}\left(1+u^{2} / n^{2}\right)^{-1 / 2} \sinh ^{-1}(u / n) \ln |(u-v) / n| d u d v \\
&=J_{1}+J_{2}
\end{aligned}
$$

where we have made the substitutions $u=n \sinh x$ and $v=n t$. Now

$$
\sinh ^{-1}(u / n)=O\left(n^{-1}\right)
$$

and it follows that for any continuous function $\psi(x)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-1}^{1} \delta_{n}^{\prime}(t) \int_{0}^{\sinh ^{-1} n^{-1}} x \psi(x) \ln |\sinh x-t| d x d t=0 \tag{1.4}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-1}^{1} \delta_{n}^{\prime}(t) \int_{-\sinh ^{-1} n^{-1}}^{0} x \psi(x) \ln |\sinh x-t| d x d t=0 \tag{1.5}
\end{equation*}
$$

Now if $\sinh ^{-1} n^{-1}<\eta<1$, then

$$
\begin{aligned}
& \int_{\sinh ^{-1} n^{-1}}^{\eta} x\left|\int_{-1 / n}^{1 / n} \ln (\sinh x-t) \delta_{n}^{\prime}(t) d t\right| d x \\
= & \int_{\sinh ^{-1} n^{-1 / 2}}^{\eta} x^{2}\left|\int_{-1}^{1} n \ln \left(1-\frac{v}{n \sinh x}\right) \rho^{\prime}(v) d v\right| \\
& =O(\eta)+O\left(n^{-1}\right) .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\sinh ^{-1} n^{-1}}^{\eta} x \psi(x)\left|\int_{-1 / n}^{1 / n} \ln (\sinh x-t) \delta_{n}^{\prime}(t)\right| d x=O(\eta) \tag{1.6}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-\eta}^{-\sinh ^{-1} n^{-1}} x \psi(x)\left|\int_{-1 / n}^{1 / n} \ln (\sinh x-t) \delta_{n}^{\prime}(t)\right| d x=O(\eta) \tag{1.7}
\end{equation*}
$$

Now let $\varphi(x)$ be an arbitrary function in $\mathcal{D}[-1,1]$. Then by using Taylor's Theorem we have

$$
\varphi(x)=\varphi(0)+x \varphi^{\prime}(\xi x)
$$

where $0<\xi<1$. Then

$$
\begin{aligned}
\left\langle F_{n}(\sinh x), \varphi(x)\right\rangle= & \varphi(0) \int_{-1}^{1} F_{n}(\sinh x) d x+\int_{-1 / n}^{1 / n} x F_{n}(\sinh x) \varphi^{\prime}(\xi x) d x \\
& +\int_{1 / n}^{\eta} x F_{n}(\sinh x) \varphi^{\prime}(\xi x) d x+\int_{-\eta}^{-1 / n} x F_{n}(\sinh x) \varphi^{\prime}(\xi x) d x \\
& +\int_{\eta}^{1} x F_{n}(\sinh x) \varphi^{\prime}(\xi x) d x+\int_{-1}^{-\eta} x F_{n}(\sinh x) \varphi^{\prime}(\xi x) d x
\end{aligned}
$$

Using equations (1.2) to (1.7) it follows that

$$
\begin{array}{r}
\lim _{n \rightarrow \infty}\left\langle F_{n}(\sinh x), \varphi(x)\right\rangle=\int_{\eta}^{1} x F(\sinh x) \varphi^{\prime}(\xi x) d x+\int_{-1}^{-\eta} x F(\sinh x) \varphi^{\prime}(\xi x) d x \\
+O(\eta) \\
=\int_{\eta}^{1} x \operatorname{coshec} x \varphi^{\prime}(\xi x) d x+\int_{-1}^{-\eta} x \operatorname{coshec} x \varphi^{\prime}(\xi x) d x \\
+O(\eta)
\end{array}
$$

since $\sinh x$ is an infinitely differentiable function on the intervals $[\eta, 1]$ and $[-1, \eta]$ and so $F(\sinh x)=\operatorname{coshec} x$ on these intervals. Since $\eta$ can be made arbitrarily small, it follows that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\langle F_{n}(\sinh x), \varphi(x)\right\rangle & =\int_{-1}^{1} x \operatorname{coshec} x \varphi^{\prime}(\xi x) d x \\
& =\int_{-1}^{1} \operatorname{coshec} x[\varphi(x)-\varphi(0)] d x=\langle\operatorname{coshec} x, \varphi(x)\rangle
\end{aligned}
$$

and equation (1.1) follows on the interval $[-1,1]$. Since $F(\sinh x)=\operatorname{coshec}^{-1} x$ on any closed intervals not containing the origin, it follows that equation (1.1) holds on the real line, completing the proof of the theorem.

Theorem 4. If $F(x)$ denotes the distribution $x^{-1}$, then the composition $F(\tanh x)$ exists and

$$
F(\tanh x)=\operatorname{coth} x
$$

The proof of this theorem is similar to the proof of Theorem 3 and is left as an exercise for the reader.
Theorem 5. The neutrix composition $\delta^{(s)}\left(\sinh ^{-1} x_{+}\right)$exists and

$$
\begin{equation*}
\delta^{(s)}\left(\sinh ^{-1} x_{+}\right)=\sum_{k=0}^{s} \sum_{i=0}^{k}(-1)^{s+i+k}\binom{k}{i} \frac{(k-2 i+1)^{s}+(k-2 i-1)^{s}}{2^{k} k!} \delta^{(k)}(x), \tag{1.8}
\end{equation*}
$$

for $s=0,1,2, \ldots$
Proof: To prove equation (1.8), we first of all evaluate

$$
\int_{-1}^{1} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) d x
$$

We have

$$
\begin{align*}
& \int_{-1}^{1} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) d x=n^{s+1} \int_{-1}^{1} x^{k} \rho^{(s)}\left(\sinh ^{-1} x_{+}\right) d x \\
&=n^{s+1} \int_{0}^{1} x^{k} \rho^{(s)}\left(\sinh ^{-1} x_{+}\right) d x \\
&+n^{s+1} \int_{-1}^{0} x^{k} \rho^{(s)}\left(\sinh ^{-1} x_{+}\right) d x=I_{1}+I_{2} \tag{1.9}
\end{align*}
$$

It is obvious that

$$
\begin{equation*}
\mathrm{N}-\lim _{n \rightarrow \infty} I_{2}=\mathrm{N}-\lim _{n \rightarrow \infty} \int_{-1}^{0} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) d x=0 . \tag{1.10}
\end{equation*}
$$

Making the substitution $t=n \sinh ^{-1} x$, we have for large enough $n$

$$
\begin{aligned}
& I_{1}=n^{s} \int_{0}^{1} \sinh ^{k}(t / n) \cosh (t / n) \rho^{(s)}(t) d t \\
& =\frac{n^{s}}{2^{k+1}} \int_{0}^{1} \exp [(k+1) t / n][1-\exp (-2 t / n)]^{k}[1+\exp (-2 t / n)] \rho^{(s)} d t \\
& =\frac{n^{s}}{2^{k+1}} \sum_{i=0}^{k}\binom{k}{i}(-1)^{i} \int_{0}^{1}\{\exp [(k-2 i+1) t / n)+\exp [(k-2 i-1) t / n)\} \rho^{(s)}(t) d t,
\end{aligned}
$$

where

$$
\begin{array}{r}
n^{s} \int_{0}^{1}\{\exp [(k-2 i+1) t / n)+\exp [(k-2 i-1) t / n)\} \rho^{(s)}(t) d t= \\
=\sum_{p=0}^{\infty} \int_{0}^{1} \frac{(k-2 i+1)^{p}+(k-2 i-1)^{p}}{p!n^{p-s}} t^{p} \rho^{(s)}(t) d t .
\end{array}
$$

It follows that

$$
\begin{gathered}
\mathrm{N}-\lim _{n \rightarrow \infty} n^{s} \int_{0}^{1}\{\exp [(k-2 i+1) t / n)+\exp [(k-2 i-1) t / n)\} \rho^{(s)}(t) d t= \\
=\int_{0}^{1} \frac{(k-2 i+1)^{s}+(k-2 i-1)^{s}}{s!} t^{p} \rho^{(s)}(t) d t \\
=\frac{(-1)^{s}\left[(k-2 i+1)^{s}+(k-2 i-1)^{s}\right]}{2}
\end{gathered}
$$

and so

$$
\begin{align*}
\mathrm{N}-\lim _{n \rightarrow \infty} n^{s+1} & \int_{0}^{1} x^{k} \rho^{(s)}\left(n \sinh ^{-1} x_{+}\right) d x= \\
& =\frac{1}{2^{k+2}} \sum_{i=0}^{k}\binom{k}{i}(-1)^{s+i}\left[(k-2 i+1)^{s}+(k-2 i-1)^{s}\right] \tag{1.11}
\end{align*}
$$

for $k=0,1,2, \ldots$.

When $k=s+1$, we have

$$
\begin{align*}
\left|I_{1}\right| & =\int_{0}^{1}\left|x^{s+1} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right)\right| d x=n^{s+1} \int_{0}^{1}\left|x^{s+1} \rho^{(s)}\left(n \sinh ^{-1} x_{+}\right)\right| d x \\
& \leq \frac{n^{s} \exp (s+2)}{2^{s+2}} \int_{0}^{1}\left|[1-\exp (-2 t / n)]^{s+1} \rho^{(s)}(t)\right| d t \\
& =\frac{n^{s} \exp (s+2)}{2^{s+2}} \int_{0}^{1}\left[2 t / n+O\left(n^{-2}\right)\right]^{s+1}\left|\rho^{(s)}(t)\right| d t \\
& \leq n^{-1} \exp (s+2) \int_{0}^{1}\left[1+O\left(n^{-1}\right)\right]\left|\rho^{(s)}(t)\right| d t \\
& =O\left(n^{-1}\right) \tag{1.12}
\end{align*}
$$

Thus if $\psi(x)$ is an arbitrary continuous function, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{1} x^{s+1} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \psi(x) d x=0 \tag{1.13}
\end{equation*}
$$

We also have

$$
\int_{-1}^{0} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \psi(x) d x=n^{s+1} \int_{-1}^{0} \rho^{(s)}(0) \psi(x) d x
$$

and it follows that

$$
\begin{equation*}
\int_{-1}^{0} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \psi(x) d x=0 \tag{1.14}
\end{equation*}
$$

Now similarly we let $\varphi(x)$ be an arbitrary function in $\mathcal{D}[-1,1]$. Then by Taylor's Theorem we have

$$
\varphi(x)=\sum_{k=0}^{s} \frac{\varphi^{(k)}(0)}{k!} x^{k}+\frac{x^{s+1}}{(s+1)!} \varphi^{(s+1)}(\xi x)
$$

where $0<\xi<1$. On using equations (1.9) to (1.14), it follows that

$$
\begin{aligned}
\mathrm{N} & -\lim _{n \rightarrow \infty}\left\langle\delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right), \varphi(x)\right\rangle=\mathrm{N}-\lim _{n \rightarrow \infty} \sum_{k=0}^{s} \frac{\varphi^{(k)}(0)}{k!} \int_{0}^{1} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) d x \\
& +\mathrm{N}-\lim _{n \rightarrow \infty} \sum_{k=0}^{s} \frac{\varphi^{(k)}(0)}{k!} \int_{-1}^{0} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1} x\right) d x \\
& +\lim _{n \rightarrow \infty} \frac{1}{(s+1)!} \int_{0}^{1} x^{s+1} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \varphi^{(s+1)}(\xi z) d x \\
& +\lim _{n \rightarrow \infty} \frac{1}{(s+1)!} \int_{-1}^{0} x^{s+1} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \varphi^{(s+1)}(\xi z) d x \\
& =\sum_{k=0}^{s} \sum_{i=0}^{k}\binom{k}{i}(-1)^{s+i+k} \frac{(k-2 i+1)^{s}+(k-2 i-1)^{s}}{2^{k+2} k!}\left\langle\delta^{(k)}(x), \varphi(x)\right\rangle .
\end{aligned}
$$

This proves equation (1.8) on the interval $(-1,1)$. Now it is clear that $\delta^{(s)}\left(\sinh ^{-1} x_{+}\right)=0$ for $x>0$ and so equation (1.8) holds for $x>-1$. Further now suppose that $\varphi(x)$ is an arbitrary function in $\mathcal{D}(a, b)$, where $a<b<0$. Then

$$
\int_{a}^{b} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \varphi(x) d x=n^{s+1} \int_{a}^{b} \rho^{(s)}(0) \varphi(x) d x
$$

and so

$$
\mathrm{N}-\lim _{n \rightarrow \infty} \int_{a}^{b} \delta_{n}^{(s)}\left(\sinh ^{-1} x_{+}\right) \varphi(x) d x=0
$$

It follows that $\delta^{(s)}\left(\sinh ^{-1} x_{+}\right)=0$ on the interval $(a, b)$. Since $a$ and $b$ are arbitrary, we see that equation (1.8) holds on the real line. This completes the proof of the theorem.

Corollary 5.1 The neutrix composition $\delta^{(s)}\left(\sinh ^{-1}|x|\right)$ exists and

$$
\begin{align*}
\delta^{(s)}\left(\sinh ^{-1}|x|\right)=\sum_{k=0}^{s} \sum_{i=0}^{k} & (-1)^{s+i+k}\left[(-1)^{s+i+k}+(-1)^{s+i}\right]\binom{k}{i} \\
& \times \frac{(k-2 i+1)^{s}+(k-2 i-1)^{s}}{2^{k+2} k!} \delta^{(k)}(x), \tag{1.15}
\end{align*}
$$

for $s=0,1,2, \ldots$.

Proof: To prove equation (1.15), we note that

$$
\begin{aligned}
\int_{-1}^{1} x^{k} \delta_{n}^{(s)}\left(\sinh ^{-1}|x| d x\right. & =n^{s+1} \int_{-1}^{1} x^{k} \rho_{n}^{(s)}\left(\sinh ^{-1}|x|\right) d x \\
& =n^{s+1}\left[1+(-1)^{k}\right] \int_{0}^{1} x^{k} \rho_{n}^{(s)}\left(\sinh ^{-1}|x|\right) d x
\end{aligned}
$$

and equation (21) now follows. For further results on the neutrix products and convolutions of distributions, see [12], [13], [14], [16], and [17].

Acknowledgement: The paper was prepared when the second author visited University Putra Malaysia therefore the authors gratefully acknowledge that this research was partially supported by the University Putra Malaysia under the Research University Grant Scheme 05-01-09-0720RU. The authors would also like to thank the referee for valuable remarks and suggestions on the previous version of the manuscript.

## References

[1] J.G. van der Corput, Introduction to the neutrix calculus, J. Analyse Math., 7(1959), 291-398.
[2] H. Eltayeb, A. Kılıçman \& B. Fisher, A new integral transform and associated distributions, Integral Transforms and Special Functions, doi:10.1080/10652460903335061.
[3] B. Fisher, On defining the change of variable in distributions, Rostock. Math. Kolloq., 28(1985), 75-86.
[4] B. Fisher, On defining the distribution $\left(x_{+}^{r}\right)_{-}^{-s}$, Univ. u Novom Sadu Zb. Rad. Prirod.Mat. Fak. Ser. Mat., 15(1985), 119-129.
[5] B. Fisher, A generalization of the composition of the distributions $x_{+} \ln ^{m} x_{+}$and $x_{+}^{\mu}$, Far East J. Math., 31(3)(2008), 421-434.
[6] B. Fisher, On the composition of the distributions $x_{+}^{-s} \ln ^{m} x_{+}$and $x_{+}^{\mu}$, Appl. Anal. Discrete Math., 3(2)(2009), 212-223.
[7] B. Fisher, I. Ege and E. Özçağ, On the composition of the distributions $x^{-1} \ln ^{m}|x|$ and $x^{r}$, Hacettepe J. Math., 37(1)(2008), 1-8.
[8] B. Fisher, S. Orankitjaroen, T. Kraiweeradechai, G. Sritanatana and K. Nonlaopon, On the composition of the distributions $x_{+}^{\lambda} \ln ^{m} x_{+}$and $x^{\mu}$, East-Weast J. Math., 9(1)(2007), 69-79.
[9] I.M. Gel'fand and G.E. Shilov, "Generalized Functions", Vol. I, Academic Press, 1964.
[10] B. Fisher and A. Kılıçman, A commutative neutrix product of ultradistributions, Integral Transforms and Spec. Funct., 4(1-2)(1996), pp. 77-82.
[11] B. Fisher and A. Kılıçman, On the composition and neutrix composition of the delta function and powers of the inverse hyperbolic sine function, Integral Transforms Spec. Funct., 21(12)(2010), pp. 935-944.
[12] B. Fisher and A. Kılıçman, On the neutrix composition of delta and inverse hyperbolic sine functions, Journal of Applied Mathematics, Volume 2011 (2011), Article ID 612353, 12 pagesdoi:10.1155/2011/612353.
[13] A. Kılıçman and H. Eltayeb. A note on defining singular integral as distributions and partial differential equations with convolutions terms, Mathematical and Computer Modelling, 49(2009), 327-336.
[14] A. Kılıçman, B. Fisher and S. Pehlivan, The neutrix convolution product of $x_{+}^{\lambda} \ln ^{r} x_{+}$ and $x_{-}^{\mu} \ln ^{s} x_{-}$, Integral Transforms and Spec. Funct., 7(3-4)(1998), pp. 237-246.
[15] A. Kılıçman, A Note on the Certain Distributional Differential Equations, Tamsui Oxf. J. Math. Sci., 20(1)(2004), 73-81.
[16] A. Kılıçman, A comparison on the commutative neutrix convolution of distributions and the exchange formula, Czechoslovak Mathematical Journal, 51(3)(2001), pp. 463-471.
[17] A. Kılıçman, On the commutative neutrix product of distributions, Indian Journal of Pure and Applied Mathematics, 30(8)(1999), pp. 753-762.

Adem Kilicman is a full Professor at the Department of Mathematics, Faculty of Science, University Putra Malaysia. He received his B.Sc. and M.Sc. degrees from Department of Mathematics, Hacettepe University, Turkey and Ph.D from Leicester University, UK. He has joined University Putra Malaysia in 1997 since then working with Faculty of Science and he is also an active member of Institute for Mathemati-
 cal Research, University Putra Malaysia. His research areas includes Functional Analysis and Topology.

Brian Fisher was born in England on January 27, 1936. He was educated at Wolverhampton Grammar School from 1947 to 1955. He went to Oxford University in 1957 getting a B.A., class
 1 in mathematics in 1960 and later his D. Phil. He went to the University of Leicester as a lecturer in 1961, being promoted to senior lecturer in 1982 and reader in 1988. Dr. Fisher retired in 2001 but still goes to the department to do research. Dr. Brian Fisher has had 5 official Ph.D. students and has helped about 20 others with their Ph.D.'s.

