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#### Abstract

In this paper we study the sampling distribution of order statistics of the additive Weibull distribution. We consider the single and product moment of order statistics and establish some recurrence relations for single and product moments of order statistics. These expressions are used to calculate the mean, variances, kurtosis, skewness and other statistical measures of additive Weibull distribution.
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## 1 Introduction

Order statistics have been used in wide range of problems, including robust statistical estimation and detection of outliers, characterization of probability distributions, goodness of fit-tests, quality control, analysis of censored sample. The subject of order statistics deals with the properties and applications of these ordered random variable and of functions involving them (see David and Nagaraja [7], Tahir et al [16]). Asymptotic theory of extremes and related developments of order statistics are well described in an applausive work of Galambos [10] and the references therein.
For improved form of these results, Samuel and Thomes [15], Arnold et al. [4] have reviewed many recurrence relations and identities for the moments of order statistics arising from several specific continuous distributions such as normal, Cauchy, logistic, gamma and exponential. Recurrence relations for the expected values of certain functions of two order statistics have been considered by Ali and Khan [3]. The use of recurrence relations for the moments of order statistics is quite well known in statistical literature (see for example Arnold et al., [4], Malik et al. [14]). More recently Dar and Abdullah [9], [12 ], Dar et.al [8] study the sampling distribution of order statistics of some well-known life time models and derived the exact analytical expressions of entropy, residual entropy and past residual entropy for order statistics of Lomax distribution and Islam-Mukherjee distribution.

Xie and Lai [17] proposed the additive Weibull model based on the simple idea of combining the failure rates of two Weibull distribution, one has a decreasing failure rate and the other one has an increasing failure rate. We say that a random variable $X$ with range of values $(0, \infty)$ has the Additive Weibull distribution (now onwards AWD) if its pdf is given by

$$
\begin{equation*}
f(x)=\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right) e^{-\alpha x^{\theta}-\gamma x^{\beta}}, x>0 \tag{1.1}
\end{equation*}
$$

where $\alpha, \gamma>0$ are scale parameters and $\theta>\beta>0$ are shape parameters.
The cumulative distribution function (cdf) and survival function (sf) associated with (1.1) is given by

$$
\begin{align*}
& F(x)=1-e^{-\alpha x^{\theta}-\gamma x^{\beta}}  \tag{1.2}\\
& \bar{F}(x)=e^{-\alpha x^{\theta}-\gamma x^{\beta}} \tag{1.3}
\end{align*}
$$

respectively.
The following functional relationship exists between p.d.f and c.d.f of AWD :

$$
\begin{equation*}
f(x)=\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right)(1-F(x)) . \tag{1.4}
\end{equation*}
$$
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## 2 Distribution of Order Statistics

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from the AWD and let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ denotes the corresponding order statistics. Then the pdf of $X_{r: n}, 1 \leq r \leq n$, is given by [see David and Nagaraja [7] and Arnold et al. [ 4]]

$$
\begin{equation*}
f_{r: n}(x)=C_{r: n}\left\{[F(x)]^{r-1}[1-F(x)]^{n-r} f(x)\right\}, 0<x<\infty, \tag{2.1}
\end{equation*}
$$

where $C_{r: n}=\frac{n!}{(r-1)!(n-r)!}$.
The probability density function of smallest $(r=1)$ and largest $(r=n)$ order statistics can be easily obtained from (2.1) and is given by $f_{(1, n)}(x)=n[1-F(x)]^{n-1} f(x)$ and $f_{(n, n)}(x)=n[F(x)]^{n-1} f(x)$ respectively.

Also, the cumulative distribution function of the largest and smallest order statistics is given by $F_{(n, n)}(x)=[F(x)]^{n}$ and $F_{(1, n)}(x)=1-[1-F(x)]^{n}$ respectively

Using (1.1), (1.2) and taking $r=1$ in (2.1), yields the pdf of the minimum order statistics for the AWD

$$
f_{1: n}(x)=n\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right) e^{-n \alpha x^{\theta}-n \gamma x^{\beta}}
$$

Similarly using (1.1), (1.2) and taking $r=n$ in (2.1), yields the pdf of the largest order statistics for the AWD

$$
f_{n: n}(x)=n\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right) \sum_{i=0}^{n-1}\binom{n-1}{i}(-1)^{i} e^{-\alpha x^{\theta}-\gamma x^{\beta}(1+i)} .
$$

The joint pdf of $X_{r: n}$ and $X_{s: n}$ for $1 \leq r<s \leq n$ is given by [see Arnold et al. [4 et.al]

$$
\begin{equation*}
f_{r, s: n}(x)=C_{r, s: n}\left\{[F(x)]^{r-1}[F(y)-F(x)]^{s-r-1}[1-F(y)]^{n-s} f(x) f(y)\right\} \tag{2.2}
\end{equation*}
$$

for $-\infty<x<y<\infty$ and $C_{r, s: n}=\frac{n!}{(r-1)!(s-r-1)!(n-s)!}$.
Theorem 2.1: Let $F(x)$ and $f(x)$ be the cdf and pdf of the AWD. Then the density function of the $r^{t h}$ order statistics say $f_{r: n}(x)$ is given by

$$
\begin{equation*}
f_{r: n}(x)=C_{r: n}\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right) \sum_{i=0}^{n-r+1} \sum_{j=0}^{r+i-1}\binom{n-r+1}{i}\binom{r+i-1}{j}(-1)^{i+j} e^{-j\left(\alpha x^{\theta}+\gamma x^{\beta}\right)} \tag{2.3}
\end{equation*}
$$

Proof: Substituting (1.4) in to (2.1), we get

$$
\begin{equation*}
f_{r: n}(x)=C_{r: n}\left(\alpha \theta x^{\theta-1}+\gamma \beta x^{\beta-1}\right) \sum_{i=0}^{n-r+1}\binom{n-r+1}{i}(-1)^{i}[F(x)]^{r+i-1} \tag{2.4}
\end{equation*}
$$

The proof follows by substituting (1.2) into (2.4).
Theorem 2.2: Let $X_{r: n}$ and $X_{s: n}$ for $1 \leq r<s \leq n$ be the $r^{t h}$ and $s^{t h}$ order statistics from the AWD. Then the joint pdf of $X_{r: n}$ and $X_{s: n}$ is given by

$$
\begin{aligned}
& f_{r ; s: n}(x)=C_{r ; s: n}\left(\alpha \theta y^{\theta-1}+\gamma \beta y^{\beta-1}\right) \times \\
& \sum_{i=0}^{s-r-1} \sum_{j=0}^{n-s+1}\binom{s-r-1}{i}\binom{n-s+1}{j}(-1)^{i+j}[F(y)]^{s-r-1-i+j}[F(x)]^{r-1+i}
\end{aligned}
$$

Proof: Equation (2.2) can be written as

$$
\begin{align*}
& f_{r ; s: n}(x)=C_{r: n} \sum_{i=0}^{s-r-1} \sum_{j=0}^{n-s}\binom{s-r-1}{i}\binom{n-s}{j}(-1)^{i+j}[F(y)]^{s-r-1-i+j} \\
& \quad \times[F(x)]^{r+i-1} f(x) f(y) \tag{2.5}
\end{align*}
$$

The proof follows by substituting (1.4) into (2.5).

## 3 Single and Product Moments

In this section, we derive explicit expressions for both of the single and product moments of order statistics from the AWD.
Theorem 3.1: Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from the AWD and let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ denote the corresponding order statistics. Then the $k^{t h}$ moments of the $r$ th order statistics for $k=1,2, \ldots \ldots$ denoted by $\mu_{r: n}^{(k)}$ is given by

$$
\begin{aligned}
& \mu_{r: n}^{(k)}=\alpha C_{r: n} \frac{\sum_{i=0}^{n-r+1} \sum_{j=0}^{r+i-1} \sum_{m=0}^{\infty}\binom{n-r+1}{i}\binom{r+i-1}{j}(\gamma j)^{m}}{m!}(-1)^{i+j+m} \frac{\Gamma\left(\frac{k+\beta m}{\theta}+1\right)}{(\alpha j)^{\frac{k+\beta m}{\theta}+1}} \\
& \quad+\gamma C_{r: n} \frac{\sum_{i=0}^{n-r+1} \sum_{j=0}^{r+i-1} \sum_{m=0}^{\infty}\binom{n-r+1}{i}\binom{r+i-1}{j}(\alpha j)^{l}}{l!}(-1)^{i+j+l} \frac{\Gamma\left(\frac{k+l \theta}{\beta}+1\right)}{(\gamma j)^{\frac{k+l \theta}{\beta}+1}},
\end{aligned}
$$

where $\Gamma$ is a gamma function.
Proof: We have

$$
\mu_{r: n}^{(k)}=\int_{0}^{\infty} x^{k} f_{r: n}(x) d x
$$

Using (2.1) and then (1.4), we get

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\alpha \theta C_{r: n} I_{1}+\gamma \beta C_{r: n} I_{2}, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{1}=\int_{0}^{\infty} x^{k+\theta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\int_{0}^{\infty} x^{k+\beta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x \tag{3.3}
\end{equation*}
$$

Now simplifying (3.2), (3.3) and then substituting $I_{1}$ and $I_{2}$ into (3.1), we get the desired result
Remark 3.1: The $k^{t h}$ moment for smallest order statistics i.e $r=1$ is given by

$$
\mu_{1: n}^{(k)}=\alpha n \frac{\sum_{m=0}^{\infty} \gamma^{m} n^{m}}{m!}(-1)^{m} \frac{\Gamma\left(\frac{k+\beta m}{\theta}+1\right)}{(\alpha n)^{\frac{k+\beta m}{\theta}+1}}+\gamma n \frac{\sum_{l=0}^{\infty} \alpha^{l} n^{l}}{l!}(-1)^{l} \frac{\Gamma\left(\frac{k+l \theta}{\beta}+1\right)}{(\gamma n)^{\frac{k+l \theta}{\beta}+1}} .
$$

Taking $k=1$, one can obtain the mean of smallest order statistics

$$
\mu_{1: n}=\alpha n \frac{\sum_{m=0}^{\infty} \gamma^{m} n^{m}}{m!}(-1)^{m} \frac{\Gamma\left(\frac{1+\beta m}{\theta}+1\right)}{(\alpha n)^{\frac{1+\beta m}{\theta}+1}}+\gamma n \frac{\sum_{l=0}^{\infty} \alpha^{l} n^{l}}{l!}(-1)^{l} \frac{\Gamma\left(\frac{1+l \theta}{\beta}+1\right)}{(\gamma n)^{\frac{1+l \theta}{\beta}+1}}
$$

Also, second order moment of the smallest order statistic can be obtained as

$$
\mu_{1: n}^{(2)}=\alpha n \frac{\sum_{m=0}^{\infty} \gamma^{m} n^{m}}{m!}(-1)^{m} \frac{\Gamma\left(\frac{2+\beta m}{\theta}+1\right)}{(\alpha n)^{\frac{2+\beta m}{\theta}+1}}+\gamma n \frac{\sum_{m=0}^{\infty} \alpha^{l} n^{l}}{l!}(-1)^{l} \frac{\Gamma\left(\frac{2+l \theta}{\beta}+1\right)}{(\gamma n)^{\frac{2+l \theta}{\beta}+1}} .
$$

Therefore the variance of the smallest order statistic can be obtained by using the relation

$$
V\left(X_{1: n}\right)=\mu_{1: n}^{(2)}-\left(\mu_{1: n}\right)^{2} .
$$

Remark 3.2: Similarly one can obtain the mean, second order moment and hence variance of the largest order statistics ( $r=n$ ).

Now we derive recurrence relation for single moments.

Theorem 3.2: Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from the AWD and let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ denote the corresponding order statistics. Then for $1 \leq r \leq n$, we have the following moment relation:

$$
\mu_{r: n}^{(k)}=(n-r+1)\left\{\frac{\alpha \theta}{k+\theta}\left(\mu_{r: n}^{k+\theta}-\mu_{r-1: n}^{k+\theta}\right)+\frac{\gamma \beta}{k+\beta}\left(\mu_{r: n}^{k+\beta}-\mu_{r-1: n}^{k+\beta}\right)\right\} .
$$

Proof: We have

$$
\begin{aligned}
& \mu_{r: n}^{(k)}=\int_{0}^{\infty} x^{k} f_{r: n}(x) d x \\
= & C_{r: n} \int_{0}^{\infty} x^{k}[F(x)]^{r-1}[1-F(x)]^{n-r} f(x) d x
\end{aligned}
$$

Using (1.4), we get

$$
\begin{gather*}
\mu_{r: n}^{(k)}=\alpha \theta C_{r: n}\left\{\int_{0}^{\infty} x^{k+\theta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x+\gamma \beta C_{r: n} \int_{0}^{\infty} x^{k+\beta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x\right\} . \\
\mu_{r: n}^{(k)}=\alpha \theta C_{r: n} I_{1}+\gamma \beta C_{r: n} I_{2} \tag{3.4}
\end{gather*}
$$

Where,
$I_{1}=\int_{0}^{\infty} x^{k+\theta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x$
and
$I_{2}=\int_{0}^{\infty} x^{k+\beta-1}[F(x)]^{r-1}[1-F(x)]^{n-r+1} d x$
By using integration by parts, one obtains

$$
I_{1}=\frac{n-r+1}{k+\theta} \int_{0}^{\infty} x^{k+\theta}[F(x)]^{r-1}[1-F(x)]^{n-r} f(x) d x-\frac{r-1}{k+\theta} \int_{0}^{\infty} x^{k+\theta}[F(x)]^{r-2}[1-F(x)]^{n-r+1} f(x) d x
$$

and

$$
I_{2}=\frac{n-r+1}{k+\beta} \int_{0}^{\infty} x^{k+\beta}[F(x)]^{r-1}[1-F(x)]^{n-r} f(x) d x-\frac{r-1}{k+\beta} \int_{0}^{\infty} x^{k+\beta}[F(x)]^{r-2}[1-F(x)]^{n-r+1} f(x) d x
$$

Substituting $I_{1}$ and $I_{2}$ in (3.4), we get the desired result.
Theorem 3.3: For $1 \leq r \leq s \leq n, n \in N$, we have

$$
\mu_{r ; s: n}^{\left(k_{1}, k_{2}\right)}=\frac{\alpha \theta(n-s+1)}{k_{2}+\theta}\left\{\mu_{r ; s: n}^{\left(k_{1}, k_{2}+\theta\right)}-\mu_{r ; s-1: n}^{\left(k_{1}, k_{2}+\theta\right)}\right\}+\frac{\gamma \beta(n-s+1)}{k_{2}+\beta}\left\{\mu_{r ; s: n}^{\left(k_{1}, k_{2}+\beta\right)}-\mu_{r ; s-1: n}^{\left(k_{1}, k_{2}+\beta\right)}\right\} .
$$

Proof: We know that

$$
\mu_{r ; s: n}^{\left(k_{1}, k_{2}\right)}=C_{r: s ; n} \int_{0}^{\infty} \int_{x}^{\infty} x^{k_{1}} y^{k_{2}}[F(x)]^{r-1}[F(y)-F(x)]^{s-r-1}[1-F(y)]^{n-s} f(x) f(y) d y d x
$$

or

$$
\begin{equation*}
\mu_{r ; s: n}^{\left(k_{1}, k_{2}\right)}=C_{r: s ; n} \int_{0}^{\infty} x^{k_{1}}[F(x)]^{r-1} f(x) I_{x} d x \tag{3.5}
\end{equation*}
$$

where,
$I_{X}=\int_{x}^{\infty} y^{k_{2}}[F(y)-F(x)]^{s-r-1}[1-F(y)]^{n-s} f(y) d y$.
Using (1.4), we get
$I_{X}=\alpha \theta \int_{x}^{\infty} y^{k_{2}+\theta-1}[F(y)-F(x)]^{s-r-1}[1-F(y)]^{n-s+1} d y+\gamma \beta \int_{x}^{\infty} y^{k_{2}+\beta-1}[F(y)-F(x)]^{s-r-1}[1-F(y)]^{n-s+1} d y$.
Now integrating by parts and then substituting $I_{X}$ in (3.5), we get the desired result.

## 4 Conclusions

In this paper we study the sampling distribution from the order statistics of Additive Weibull distribution (AWD). Also we consider the single and product moment of order statistics from AWD and establish recurrence relation for single and product moments of order statistics. These relations are useful in computing mean, variance and other statistical measures of the order statistics of the AWD.
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