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Abstract: The main objective of stratification is to give a better cross section of the population so as to gain a higher 

degree of relative precision which is possible only when we have the best way of stratification. In this paper, we discuss the 

problem of determining the OSB of a study variable based on auxiliary variable under proportional allocation. The problem 

is formulated as a Mathematical Programming Problem (MPP) which minimizes the objective function subject to the 

constraint that the sum of the widths of all the strata is equal to the whole range of the distribution. The distributions of the 

auxiliary variable are considered continuous with uniform and exponential density functions separately. The formulated 

MPPs, which turn out to be multistage decision problems, could then be solved using dynamic programming approach. The 

theoretical results have been illustrated empirically for both the distributions which show that there is substantial gain in 

efficiency with the increase in the number of strata. 

Keywords: Optimum stratification, Mathematical programming approach, Dynamic programming technique, Proportional 

allocation. 

 
 

1 Introduction 

Stratification is an approach usually used in sample surveys 

for heterogeneous population under study through which it 

is divided into homogeneous sub-populations known as 

strata. One of the reasons for stratification is that it may 

produce a gain in precision in the estimates of the 

characteristics of the population under study. This paper 

will focus on the gain in the precision due to stratification 

using auxiliary variable as the basis of stratification. The 

basic points in stratified sampling about which care must be 

taken in order to increase precision are Choosing 

stratification variable, Number of strata, Determination of 

points of stratification, Allocation of units from each 

stratum and Choosing of sampling design for selection of 

units in each stratum. Stratification should be done on the 

basis of study variable itself, however, it might be possible 

that information on study variable is not known. In such 

cases the variable which is highly correlated with the study 

variable, known as auxiliary variable, could be used as 

stratification variable.  

The optimum stratification of a population is defined as 

dividing the joint domain of the stratification variable in 

such a way that the precision of the estimate is maximized. 

Considering the determination of optimum strata 

boundaries (OSB) as an important problem in survey 

sampling, many authors developed different methods to 

solve it with varying degrees of mathematical rigour. It was 

first studied by Dalenius [1] who obtained the minimal 

equations which were very difficult to solve because of 

their implicit nature. Dalenius and Gurney [2] showed that 

in some cases increasing the number of strata can lead to a 

loss in precision if stratification is not chosen carefully. 

Using approximation rules other classical methods were 

determined by Mahalanobis [3] Hansen and Hurwitz [4] 

and Aoyoma [5]. Dalenius [6], Taga [7], Singh and 

Sukhatme [8], Singh [9], Singh and Prakash [10] ,Rizvi et 

al. [11] and Gupta et al. [12]  are some of the other authors 

who used frequency distribution of auxiliary variable and 

come up with different approximation methods for 

determining OSB. Khan et al, [13] proposed the technique 

of determining OSB for the study variable with different 

frequency functions through formulate the problem as 
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equivalent of determining optimum strata 

width (OSW), using non linear programming problem 

(NLPP) and finally solved it by dynamic programming 

approach. Gunning and Horgan [14]  proposed an 

alternative approach to approximate stratification based on 

a geometric progression and the assumption of uniform 

stratification variable within strata.Kozak and Verma [15] 

has proved that the optimization approach is more efficient 

than the approximate stratification, and disputed applying 

approximate stratification procedures in order to obtain 

final stratification points.. Khan et al. [16] determined OSB 

using auxiliary information and formulated the problem as 

a mathematical programming problem when the number of 

strata is fixed in advance. By suitable transformation they 

converted the problem into a multistage decision problem 

and solve it using dynamic programming problem.Also 

Khan et al. [17] proposed a technique in stratified sampling 

design for economic surveys based on auxiliary information 

which can be used for constructing optimum stratification 

and determining optimum sample allocation to maximize 

the precision in estimate. In this paper, a technique using 

dynamic programming approach has been developed to 

determine the OSB when the frequency distribution of the 

auxiliary variable is used as basis for stratification under 

proportional allocation. Section 3 provides the detailed 

procedure for finding OSW as an NLPP and the procedure 

for solution of it is discussed. Under numerical illustration 

the results obtained are presented in table 1 and table 2. 

2 The problem of OSB 

Let the heterogeneous population under study be divided 

into L strata based on a single auxiliary X in order to 

estimate the mean of the study variable Y under interest. 

Suppose that from hth stratum (h=1,2,...,L), containng Nh  

units , a sample of nh units is drawn using simple random 

sampling. Then the stratified sample mean, 𝑦
𝑠𝑡

 ,is given by 

                         𝑦
𝑠𝑡

 =∑ 𝑊ℎ𝑦
ℎ

𝐿
ℎ=1                   (2.1) 

where,Wh = Nh  / N is the proportion of the population 

which is contained in the hth stratum and  𝑦
ℎ
 is the sample 

mean of the hth stratum.Under proportional allocation, the 
V( 𝑦

𝑠𝑡
) is given as 

V( 𝑦
𝑠𝑡

) = (
1

𝑛
−

1

𝑁
) ∑ Whσhy

2L
h=1                    (2.2) 

where σhy
2 =  

1

 Nh  
−1

∑ ( yhj  
 

Nh  
𝑗=1

−  μh  
) is the variance of the 

hth stratum;h=1,2,...L and n is the total sample size selected 

from the whole population. 

Thus, if the finite population correction (fpc) is ignored 
then (2.2) can be written as 

                           V( 𝑦
𝑠𝑡

) = 
1

𝑛
∑ Whσhy

2L
h=1                        (2.3) 

Thus, our aim is to minimize (2.3),or equivalently to 

minimize 

                                        ∑ Whσhy
2L

h=1      (2.4) 

Now, let the study variable has the regression model of the 

form 

                                    y = Φ (x) + e    (2.5) 

where Φ (x) could be either linear or non-linear function of 

x and e is the error term such that E(e/x) = 0 and V(e/x) = Ψ 

(x) which is positive for all values of x. 

Thus under above model, the stratum mean 𝜇hy and the 

stratum variance σhy
2  can be expressed as 

                      𝜇hy  = 𝜇hΦ                                (2.6) 

And 

                     σhy
2 =  σhΦ

2   +  𝜇ℎ𝛹
2                  (2.7) 

where 𝜇hΦ and 𝜇hΨ are the expected values of function of 

Φ(x) and Ψ(x) respectively and σhΦ
2  represents the variance 

of Φ(x) in the hth stratum.However,if Φ and e are not 

correlated then σhy
2   in (2.5) can be expressed as T.Dalenius 

et al. (1951) has done as 

                                       σhy
2 =  σhΦ

2   +    σhe 
2        (2.8) 

where σhe 
2   denotes the variance of the hth stratum of e and 

also it could be verified that (2.7) and (2.8) are equal. 

 

Let f(x) be the probability density function of the auxiliary 

variable X defined in [a,b] used as the basis for 

stratification. If the population mean of the study variable y 

is estimated under proportional allocation then the problem 

of determining OSB is to partition the range of X into L 

strata as [a, x1 ] , [x1  , x2  ] , ...,[xL-1  , b] such that a =  𝑥1 ≤
𝑥2 ≤ ⋯ ≤ 𝑥𝐿−1 ≤ xL = b, in such a way (2.5) is minimum. 

Now let 

                                      𝑥𝐿 − 𝑥0 = d              (2.9) 

Using (2.7) in (2.4), we need to minimize 

                                   ∑ Wh(L
h=1   σhΦ

2   +    σhe 
2  ) (2.10) 

When the functions f (x ) ,Φ (x) and Ψ (x) are known and 

are imtegrable, then Wh  , σhy
2   and σhe 

2  can be expressed as 

the function of the strata boundary points.Thus, we can 

write 

              Wh = ∫ f(x) dx
xh

xh−1
                                   (2.11)  

             σhΦ
2 =  

1

Wh
 ∫ Φ2(x)f(x) dx

xh

xh−1
− μ

hΦ
2              (2.12) 

 and   

            σhe
2 =  

1

Wh
 ∫ Ψ(x)f(x) dx

xh

xh−1
  (2.13) 

 where   μ
hΦ

=   
1

Wh
 ∫ Φ (x)f(x) dx

xh

xh−1
  (2.14) 
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where Wh  , μ
hΦ

 and  σhΦ
2    are the stratum weight , stratum 

mean and stratum variance, respectively for hth stratum 

with boundary points ( xh-1 , xh  ) are the boundary points. 

Thus, objective function (2.10) can be expressed as the 

function of boundary points xh   and  xh-1  as given below  

Let 

          Ψ ( xh , xh-1 ) = Wh (  σhΦ
2   +    σhe 

2  )                      

Then the optimization problem for determining the OSB 

can be expressed as follows Minimize 

∑ Ψ ( xh , xh−1 ) 

𝐿

ℎ=1

 

 Subject to constraint 

x0 ≤  x1 ≤ x2 ≤, … , ≤ xL−1 ≤  xL                           (2.15)  

Let us define 

                  Vh = xh − xh−1  ; h = 1,2,...,L             (2.16) 

where Vh ≥ 0 denotes the width of the hth stratum   

Thus (2.9) can be expressed as a function of stratum width        

   ∑ 𝑉ℎ
𝐿
ℎ=1  = ∑  (xh −  xh−1

𝐿
ℎ=1  ) 

                         = b-a = 𝑥𝐿 − 𝑥0 = d  (2.17) 

Thus kth stratification point xk ; ( k = 1,2,...,L-1)  can be 
expressed as  

                xk = x0  + v1 + v2 +...+v 

                                = xk-1  + vk       

which is the function of the kth stratum and (k-1)th stratum 

boundaries. 

Considering (2.17) as a constraint, then (2.15) can be 

treated as similar problem of obtaining OSW as V1 , V2 

,...,VL and is expressed as fallowing optimization problem 

Minimize     ∑ Ψh( xh , xh−1 ) 𝐿
ℎ=1  

 subject to constraint 

                            ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑                  (2.18) 

and                Vh ≥ 0; h= 1,2,...,L 

Initially,x0 is known.Therefore,the first term Ψh( V1 , x0 ) in 

the objective function of (2.18) is a function of V1  only. 

The next stratification point x1 = x0 + V1 will be known once 

V1 is known and the second term of the above objective 

function, that is, Ψ2( V2 , x1 ) will be the function of V2 

alone. 

Then, as stating the above objective function as a function 

of Vh alone. Thus we can rewrite the NLPP (2.18) as 

Minimize                 ∑ Ψh( Vh  ) 𝐿
ℎ=1   

subject to constraint 

                             ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑                (2.19) 

and   

                               Vh ≥ 0; h= 1,2,...,L 

3 The Solution Procedure 

It is obvious that (2.19) is a NLPP which could be solved as 

multistage decision problem using dynamic programming 

approach. Dynamic programming is an approach which 

determines the optimal solution of the multi variable 

problem by splitting it into different stages in which each 

stage is comprising a sub-problem consisting of single 

variable.Dynamic programming model is actually a 
recursive equation based on principle of optimality given 

by Bellman [18].This principle of optimality connects the 

different stages of the given problem in such a manner 

which guarantees for optimal feasible solutions at each 

stage as also optimal and feasible solutions for the whole 

problem( Taha,[19]). 

Now, consider a sub-problem of (2.19) for first m (< L) 

strata. Then (2.19) can be rewritten as 

 Minimize                           ∑ Ψh( Vh  ) 𝑚
ℎ=1  

 subject to constraint 

                                        ∑ 𝑉ℎ
𝑚
ℎ=1 = 𝑑𝑚                (3.1) 

And 

                                     Vh ≥ 0; h= 1,2,...,m 

where 𝑑𝑚  < d is the total width available to us from the 

division into first m strata. Note that 𝑑𝑚 = 𝑑 for m = L 

The transformation functions could be explained 

      𝑑𝑚 =  𝑉1 + 𝑉2 + ⋯ + 𝑉𝑚 

    𝑑𝑚−1 =  𝑉1 + 𝑉2 + ⋯ + 𝑉𝑚−1 = 𝑑𝑚 −  𝑉𝑚 

   𝑑𝑚−2 =  𝑉1 + 𝑉2 + ⋯ + 𝑉𝑚−2 = 𝑑𝑚−1 − 𝑉𝑚−1 

                                        .  

                                        .   

                                        .  

        𝑑2 =  𝑉1 + 𝑉2 = 𝑑3 −  𝑉3 

         𝑑1 =  𝑉1 = 𝑑2 − 𝑉2 

Let the minimum value of the objective function obtained 

in equation (3.1) be denoted by φ
h

( Vh ) ,then using 

Bellman’s principle of optimality we can write a forward 

recursive equation of dynamic programming as 

φ
m

( Vm ) = Min
0≤Vm≤ dm

[  Ψm( Vm )  + Ψm−1(dm −

−Vm )], m ≥ 2                                                          (3.2) 

similarly, for  m ≥3 
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φ
m−1

( Vm−1 ) = Min
0≤Vm−1≤ dm−1

[Ψm−1( Vm−1 )  +

 Ψm−2(dm−1  − Vm−1 )],                                                (3.3) 

Now, for the first stage ,that is, m = 1 

              φ
1

( V1 ) = Ψ1( V1 ) =  𝑉1
∗ = 𝑑1                          (3.4)   

Equation (3.2) ,(3.3) and (3.4) when solved recursively for 

each m = 1,2, ...,L and 0 ≤ dm  ≤ d, φ
L

( d ) is obtained. 

From φ
L

( d ) the optimum width of the Lth stratum, that is, 

𝑉𝐿
∗ is obtained. Similarly for φ

L−1
( d − 𝑉1

∗) ,that is, 𝑉𝐿−1
∗ , is 

obtained and continue this procedure till 𝑉1
∗ is obtained. 

4 Determination of OSB in Case Of Uniform 

Distribution 

4.1 Formulation of the problem for uniformly 

distributed auxiliary variable 

Let the auxiliary variable X follows uniform distribution 

with pdf given as 

g(x)={
1

𝑏−𝑎
                 ,                        𝑎 ≤ 𝑥 ≤ 𝑏

               0                             ,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           
(4.1.1) 

Where ‘a’ denotes the location parameter and the difference 

of ‘b’ and ‘a’ is the scale parameter. 

Using it in (2.11) and (2.12),we get 

                               Wh  = 
𝑉ℎ

𝑏−𝑎
                                       (4.1.2)  

and     

                             σhΦ
2    = 

𝑉ℎ
2

12
                                         (4.1.3) 

Let the given model be linear, then the linear regression      
model be 

                              Φ ( x ) = a + bx                 (4.1.4) 

Thus (2.10) can be written as  

                           ∑ Wh(L
h=1   σhx

2   +    σhe 
2  )            (4.1.5) 

 

substituting values obtained in equation (4.1.2) and (4.1.3) 

in equation (4.1.5),we get NLPP as 

Minimize         ∑
Vh

b−a
( β2L

h=1  
𝑉ℎ

2

12
  + σeh 

2 ) 

subject to constraint 

              ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑                                             (4.1.6)       

 and         Vh ≥ 0; h= 1,2,...,L   

where β is the regression coefficient and d is the range of 

the distribution.  

 

4.2 Variance of error term and formulation of 

problem 

Table 1: OSW, OSB and optimum value of the objective 

function for uniform distribution 

No.  

of 
strata 

 

L 

Strata width 

 

       Vh
∗ 

Strata boundary points 

 

xh
∗ =  xh−1

∗  + Vh
∗ 

Optimum value of 

 
objective function     

     ∑ 𝑊ℎ𝜎ℎ
2𝐿

ℎ=1  

 
2 

V1
∗= 0.5000 

V2
∗= 0.5000 

x1
∗ =  x0 + V1

∗ =  1.5000 

 
 

 
1.1259 

 
3 

V1
∗= 0.3333 

V2
∗= 0.3333 

  V3
∗ = 03333 

x1
∗ =  x0 + V1

∗ =  1.3333 

x2
∗ =  x1

∗ + V2
∗ = 1.6666 

 
1.0634 

 
 

4 

 

V1
∗=  0.2500 

V2
∗=  0.2500 

V3
∗ = 0.2500 

V4
∗ = 0.2500 

x1
∗ =  x0 + V1

∗ = 1.2500 

x2
∗ =  x1 ∗+ V2

∗ = 1.5000 

x3
∗ =  x2

∗ + V3
∗ = 1.7500 

 

 

1.0356 

 
 

 

5 
 

V1
∗=  0.2000 

V2
∗=  0.2000 

V3
∗ = 0.2000 

V4
∗ = 0.2000 

V5
∗ = 0.2000 

 

x1
∗ =  x0 + V1

∗ = 1.2000 

x2
∗ =  x1

∗ + V2
∗ = 1.4000 

x3
∗ =  x2

∗ + V3
∗ =1.6000 

x4
∗ =  x3

∗ + V4
∗ = 1.8000 

 

 

1.0127 

 

 

 
6 

 

V1
∗=  0.1666 

V2
∗=  0.1667 

V3
∗ = 0.1666 

V4
∗ = 0.1667 

V5
∗ = 0.1666 

 V6
∗ = 0.1667 

x1
∗ =  x0 + V1

∗ = 1.1666 

x2
∗ =  x1

∗ + V2
∗ =1.3333 

x3
∗ =  x2

∗ + V3
∗ =1.4999 

x4
∗ =  x3

∗+ V4
∗ = 1.6665 

x5
∗ =  x4

∗ + V5
∗ = 1.8332 

 

 

 
1.0062 

It is assumed in the regression model (2.5) that the variance 

of the error term is V(e/x) = Ψ(x) for all x in the range [a,b] 

and the expectation of Ψ(x) is 𝜎ℎ𝑒
2  is obtained by 

(2.13).Many authors like Singh and Sukhatme (1969), Rizvi 

et al. (2000) and Khan et al.(2009) have assumed that Ψ(x) 

may be of the form  

                          Ψ(x) = c xg  ; c > 0, g ≥ 0               (4.2.1)  

 where c and g are constants and the value of g lies in 

[0,2].substituting value of Wh , f(x) and Ψ(x) in (2.13), we 

get 

                    σhe
2 =

CVh
g+1

Vh (b−a)(g+1)
                   (4.2.2) 

 Thus,(4.2.2) shows that σhe
2  can be obtained only once the 

constants are known. Thus substituting (4.2.2) in (4.1.5),we 

hav 

 Minimize           
𝑉ℎ

𝑏−𝑎
 (

𝛽2 𝑉ℎ
2 (𝑏−𝑎)(𝑔+1)+12𝑐

12 (𝑏−𝑎)(𝑔+1)
 ) 

 subject to constraint  

                                     ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑              (4.2.3)  

 And      Vh ≥ 0; h= 1,2,...,L 

 we know (h-1)th stratification point is as xh-1 = dh – Vh 

By substituting this value, the recurrence relation (3.2) and 

(3.4) can be written as  

For first stage where m = 1 and at V1
* = d1 
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                Ψ1(V1)  =    
1.44𝑑1

3+ 12𝑑1

12
                                (4.3.2) 

 For m ≥ 2 

Ψm(Vm)= Min
0≤Vm≤ dm

[
1.44𝑉𝑚

3 + 12𝑉𝑚

12
 + Ψm−1 (𝑑𝑚 − 𝑉𝑚)  ]    (4.3.3) 

Solving equations  (4.1.2) and (4.3.3), the NLPP of 

(4.4.1) is easily solved while running the computer 

programme OSW(Vh
*) and OSB (xh

*) are obtained 

and the results are presented in Table 1 for different 

number of strata L = 2 , 3 , 4 , 5 , 6. 

5 Determination of OSB under exponential 

auxiliary variable 

5.1 Formulation of problem from exponential 

auxiliary variable 

Let the auxiliary variable X fallows exponential distribution 

with pdf as 

𝑓(𝑥) = {

1

𝜃
 𝑒−𝜃

𝑥
              ,       𝑥 ≥ 0, 𝜃 > 0

      0            ,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           
 (5.1.2) 

 

By substituting (5.1.1) in (2.11) and (2.12),we get 

   Wh = e
−yh−1

θ  (E )                                      (5.1.2) 

  𝜎ℎ𝑥
2 = 

 (𝜃𝐸)2– 𝑉ℎ
2 (1−E) 

(𝐸 )2                                  (5.1.3) 

where           E = 1- e
−Vh

θ  

Using equation (5.1.2) and (5.1.3) in equation (4.1.5) while 

in case of exponential auxiliary variable, we get 

Minimize   ∑  e
−yh−1

θ  (E )𝐿
ℎ=1 [𝛽2  

 (𝜃𝐸)2– 𝑉ℎ
2 (1−E) 

(𝐸 )2 +  𝜎ℎ𝑒
2 ] 

Subject to constraint  

                            ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑                                    (5.1.4)                             

and                     

                 Vh ≥ 0; h= 1,2,...,L 

where β denotes regression coefficient and d = xL – x0 is the 

range of the distribution and σhe 
2   denotes the variance of 

the error term given in (2.13) from the error term in the 

regression model (2.5). 

5.2 Estimating the variance of error term  

Assuming the same condition for exponential auxiliary 

variable as assumed for uniform auxiliary variable in 

equation (4.2.1), we can write the variance of the error term 

as 

 

𝜎ℎ𝑒
2   = c                     for g = 0                                      (5.2.1) 

 Thus,(5.2.1) shows that 𝜎ℎ𝑒
2   can be obtained when the 

value of the constant c is known. Substituting (5.2.1) in 

(5.1.4) , we get  

Minimize   ∑  e
−yh−1

θ  (E )𝐿
ℎ=1 [𝛽2  

 (𝜃𝐸)2– 𝑉ℎ
2 (1−E) 

(𝐸 )2 +  𝑐 ] 

Subject to constraint  

                           ∑ 𝑉ℎ
𝐿
ℎ=1 = 𝑑                         (5.2.2) 

And 

                     Vh ≥ 0; h= 1,2,...,L  

where β denotes regression coefficient and d = xL – x0 

indicates the range of the distribution and σhe 
2  is the 

variance of the error term defined in (2.13) from the error 

term in the regression model given in equation (2.5). 

5.3 Numerical illustration for exponential 

auxiliary variable 

For Numerical illustration the method for obtaining 

solution has already been discussed in section 3 using 

dynamic programming approach to get OSB.By 

substituting values of c = 1, θ=1 and 𝛽 = 1.2 in (5.2.2) , we 

get 

Minimize      ∑  e−yh−1  (E1 )L
h=1 [2.44 +  Vh

2(1 − E1) ] 

Subject to constraint  

                                    ∑ 𝑉ℎ
𝐿
ℎ=1 = 1               (5.3.1)   

  and           

                          Vh ≥ 0; h= 1,2,...,L 

  where             E1 =  1 − 𝑒−𝑉h 

  we know that xh-1 denotes (n-1)th stratification point then     

the recurrence relation (3.2) and (3.4) can be written as; 

For first stage, when m = 1 

            𝛹1( 𝑉1 )   = (1 − 𝑒−𝑑1)( 2.44 + 𝑑1
2𝑒−𝑑1)       (5.3.2)   

 

  For the stage, when m ≥  2 

Ψm(Vm) =
Min

0≤Vm≤ dm
[e−ym−1  (1 − e−Vm  )(2.44 +

                     Vm
2 e−Vm) ]                                                 (5.3.3)                                                         

The solution of the NLPP (5.3.1) can be obtained by 

resolving the recurrence relations (5.3.2) and (5.3.3) and 

would get the desired results of OSW and OSB.The 

obtained results are presented in Table 2 for different 

values of L = 2 , 3 , 4 , 5 and 6. 

Table 2: Osw, Osb and optimum value of the objective 

function for exponential distribution 

   No. 

of 
strata 

L 

Strata width 

 

                 Vh
∗ 

Strata boundary points 

 

xh
∗ =  xh−1

∗  + Vh
∗ 

Optimum value 
of objective 

function 

  ∑ 𝑊ℎ𝜎ℎ
2𝐿

ℎ=1  
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2 

V1
∗= 1.3725 

V2
∗= 18.6275 

x1
∗ =  x0 + V1

∗  
=  1.3725 

 
0.6249 

 

3 

V1
∗= 0.8592 

V2
∗= 1.3561 

    V3
∗ = 17.7847 

x1
∗ =  x0 + V1

∗  
=  0.8592 

x2
∗ =  x1

∗ + V2
∗  

= 2.2153 

 

0.4137 

 
 

4 
 

V1
∗=  0.6233 

V2
∗=  0.8952 

V3
∗ = 1.4272 

V4
∗ = 17.0543 

x1
∗ =  x0 + V1

∗  
= 0.6233 

x2
∗ =  x1 ∗+ V2

∗  

= 1.5185 

x3
∗ =  x2

∗ + V3
∗  

= 2.9457 

 

0.3724 

 

 

 
5 

 

V1
∗=  0.5381 

V2
∗=  0.7234 

V3
∗ = 0.9342 

V4
∗ = 1.4923 

V5
∗ = 16.3120 

x1
∗ =  x0 + V1

∗  
= 0.5381 

x2
∗ =  x1

∗ + V2
∗  

= 1.2615 

x3
∗ =  x2

∗ + V3
∗ 

=2.1957 

x4
∗ =  x3

∗ + V4
∗  

= 3.6880 

 

 
0.2478 

 

 
 

6 

 

V1
∗=  0.4231 

V2
∗=  0.5013 

V3
∗ = 0.7394 

V4
∗ = 0.9423 

V5
∗ = 1.4321 

    V6
∗ = 15.9618 

x1
∗ =  x0 + V1

∗  
= 0.4231 

x2
∗ =  x1

∗ + V2
∗ 

=0.9244 

x3
∗ =  x2

∗ + V3
∗ 

=1.6638 

x4
∗ =  x3 ∗+ V4

∗  
= 2.6061 

x5
∗ =  x4

∗ + V5
∗  

= 4.0382 

 
 

0.1829 

6 Conclusion 

In this paper, we proposed the technique of determining the 

OSB while using auxiliary variable as stratification 

variable. OSB have been obtained when the frequency 

distribution of the auxiliary variable is uniformly 

distributed and also for the case when it is exponentially 

distributed. The problem is formulated as NLPP that seek 

minimization of the estimated population parameter under 

proportional allocation. The NLPP is then solved by using 

dynamic programming approach. The main advantage of 

dynamic programming is that it can determine OSB very 

efficiently when the density function of the stratification 

variable is known, and it also gives the global minimum of 

the objective function. Numerical illustration of the 

proposed method has also been done and the results 

obtained for uniform auxiliary variable and for exponential 

auxiliary variable are presented in Table I and Table II 

respectively. In both the cases ,the numerical results reveal 

that variance decreases substantially with the increase in 

number in strata. 
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