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Abstract: Requirements engineering is the first step of software dpweént process and it is one of the main concerns of software
engineers. System requirements selection is the engigerdcess to select an optimal set of system requiremenimftementation
in the next system of the software from many requirementggsed by the customers on condition that budget and cuskatisfaction
are being balanced. This NP-hard problem is an importaneigsvolving several conflicting objectives that have to becpssed
by software companies when developing new software syst8ofsware systems have to perform their function withinotese
constraints, but they also have to cover the largest nunflmeistomer requirements. Additionally, in real life proimlethe requirements
selection process suffers from complication due to intéyas and other constrictions.

In this paper, meta-heuristic techniques have been applieny with adapted/modified multi-objective function winibas been
successfully applied to several real cases of the problém.system requirements selection problem has been forudasta multi-
objective optimization problem with two objectives thatniniizes the total system’s development cost and maximimetomer’s
satisfaction totality. Moreover, GA has been adapted teesi@al cases of the problem and tested with case studiesoareaidatasets
that have been carried out to demonstrate and prove thetiedieess of the multi-objective proposed approach and tieimed
experimental results show that the updated GA can effdgtgenerate high quality solutions and performs better thther pertinent
algorithms previously published in the literature undeetds public datasets.

Keywords: System requirements selection, Software engineeringuiRegents engineering, Genetic algorithm.

1 -Introduction considered a major element of the software engineering
process. In addition, the early stage of the process was
very critical, as its resulted decisions were both crucial

The effectiveness of software system, it is well-known d difficult: and that is due to the inad

that it was totally measured by how well both the needs ofand dl cult, anh atis ufetho € l.l?ableqlu?cy, va;gueness
its stakeholders and its environmentwere being @y  2nd dynamic changing of the available informatid [
and those needs were included in the SystemFurthermore, these decisions had a Iong.—te'r.m impact on
requirements. In this regard, the requirements engingzerinthe software systemd]. Therefore, the prioritization of

(RE) could be defined as the process by which thethe requirements was a decision-making process that
nabled systems managers to concentrate on the

requirements are determined; thus, successful RI’:;3 i bles that added tvalue t tem’ "
included the following aspects: understanding the%€!VErabies that added most value 1o a systems outcome.

different needs of users, customers and other" addition, the software system management made good

stakeholders; understanding the contexts in which the'S€ of this process; and that is in order to identify the

system would be developed; modeling; anaIyzing;.SOftware system requirements which should be included

negotiating; documenting the requirements of the!n @ certain release. Tak|ng Into con3|derat|on '.[he
stakeholders; making sure that the documenteoMputational - complexity of the problems within

requirements were consistent with the negotiated ones>0ftware engineering, we could formulate them as

and managing the evolution of the requirements. In thiséptimization problems; hence, they could be solved by

context, back in the 1990s, requirements engineering wa¥sng the meta-heuristic search techniques.
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As for this field in general, many works have focused oncomparisons were to be conducted when the system scale
the problem of determining which features or wase increased.
requirements should be covered by the software systerBagnall et al. §] were first to mention the problem of
that was being constructed. Patrik and Svahnbélg [ selecting the system requirements as a Next Release
mentioned that when a software system was described biProblem(NRP). Furthermore, due to the inherent nature
a large number of requirements in most cases, we coulaf the problem, it was formulated into a multi-objective
not fulfill all requirements within the resource constraint version, and mainly experimented with MoCell and PAES
Therefore, they should be limited in some way or another[12]. Moreover, another relevant field contributed to the
The solution of these limitations was conducted byissue in question, which is the scientific field of
prioritizing the candidate requirements and the selectiorSearch-based Software Engineering, in which the
of the best subset of requirements as per the availableearch-based optimization algorithms are developed in
resources €. In addition, the multi-objective order to tackle problems in software engineeriig]||
optimization could also help software developers whenNonetheless, most of the published methods were
deciding which subset of requirements supposedlysingle-objective evolutionary algorithms seeking to enit
directed to the next development phases; and that is ithe objectives through the use of an aggregation function
case of facing contradictory goalg[ They mainly aimed [14,15]. In all cases, no one looked at the interactions
to combine the computational intelligence and theproduced between the requirements. In addition, the
knowledge experience of human experts along with theformulation of single-objective had the inconvenience of
idea of having a better selection of requirements than thatmaking a biased search of the solution domain, as the
obtained through the judgment of expert developer'sobjectives were to be carefully accumulated in some way
alone. This objective was accomplished by embeddingsuch as a weighted sum of objectives.
artificial intelligence techniques into the management ofRecently, the selection of system requirements as an NRP
requirements as a new functionalit§]] and that is in  was formulated as a multi-objective optimization problem
order to take advantage of the meta-heuristic technique@MOOP) [16]; thus, each objective was treated
during the execution of the development phases withindependently of the others disregarding the aggregation
regard to any software system. function and the problem constraint such as the
This current paper is divided as follonSection 2 draws  interactions among the requirements or the cost
attention to the related work$ection 3 describes the limitations. On the other hand, Feather and Menzig$ |
methodologySection 4 displays a detailed explanation of applied the Simulated Annealing and an iterative model
the different materials and method3ection 5 presents for the selection of requirements and the optimization
the experiments and their results, and it provides arproblem, which is called the Defect Detection and
in-depth analysis and a description of the obtained resultsPrevention (DDP). The success of this model was
Section 6 summarizes the conclusion and the suggestiondllustrated in a pilot study of a real-world instance of
for future works. requirements interaction model. In addition, Feather et al
[18 summarized the techniques of visualization used to
express the status of the requirements, including the
2 -Related Work Pareto Fronts dictated by the Simulated Annealing.
Furthermore, Harman et al. 19 formulated the
In light of the above introduction, we could notice that the component selection and the prioritization problem as a
optimization of requirements was still an NP-hard feature subset selection problem; and to create the
problem [LQ], consisted of selecting an optimal set of optimal solutions, they applied several search-based
requirements that would be developed for the softwareapproaches. Jalali et aR(] also took into consideration
system; such requirements were always selected for théhe requirements optimization, and proposed the KEYS
sake of maximizing the customer’s satisfaction andtechnique, in order to identify the solutions and their key
minimizing the development costs. There were twofactors simultaneously. On the other hand, in order to
conflicting objectives evaluated within the problem, thus, solve the NRP, Sagrado et al21[22] applied three
both of them had to be considerably balanced whiledifferent meta-heuristic search techniques as follows:
solutions were still being found. In the previous studies, Genetic Algorithm, Simulated Annealing and Ant Colony
Karlsson [L1] introduced two methods of selecting and Optimization (ACO). Moreover, Tonella et al23 24]
prioritizing the software requirements, specifically the proposed an interactive requirements prioritization
Analytical Hierarchy Process (AHP) and the Quality through the use of an Interactive Genetic Algorithm
Function Deployment (QFD). In QFD, the priority was (IGA) that included incremental knowledge acquisition
given to the requirements according to the ordinal scaleand combined it with the already existing constraints of
while in AHP, the requirements were classified by a pairdependencies and priorities. Their experimentation was
cost-value. Nonetheless, the interdependencies of theonducted on a real case study by comparing IGA with
requirements were not supported in both two methodsthe state-of-art interactive prioritization techniqueldne
which were real current needs; in addition, they alsolncomplete Analytic Hierarchy Process (IAHP). In terms
suffered scalability issues, as a large number ofof effectiveness, efficiency and robustness, the results
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showed that IGA outperformed IAHP. Finally34] the customerc; has not suggested the requirement All
multi-objective evolutionary algorithm was introduced to these values;j are collected in priority matriXmsxn.
solve such problems successfully; therefore, several real

instances were considered. Vi1 Vi2 ... Vip

In this current paper, the researcher presents the Vo1 Voo ... Vo

non-dominated sorting genetic algorithm with Pareto V= e

tournament for the multi-objective optimization V. V. .V.

(NSGA-IIPT) method, thus adapting the algorithm to mi ¥m2 .- ¥mn

work with the problem formulation in which different For a given a requirement its scores; is defined as

types of requirements’ interactions and cost constraintshe weighted sum of its values as follows:
are considered. The proposed approach in this paper "
searches for high quality sets of solutions within a given o -
. y SJ = W| *VIJ s (1)
development cost bound, balancing the customers &

priorities and the cost requirements. _
The set of scores will be referred to 8s- {s1,%,...,5}-

Besides, each requirementin R has an associateist;
3 -Methodolo measuring the system development cost. All these cost
ay define the set of costxost = {cost;,costy,...,costh}.
The problem consists in selecting a subset of
requirementX C R, which maximizes total satisfaction

. o i of the customers and minimizes the total cost needed to
Requirements gathering is the process of collecting thjeyelop it, within the resources (cost) limit B established

needs that must be met by the system under development, the system and preserving dependency interactions.
In this regard, the tasks related to the requirements stagene requirements interaction considers the interactions
have a very different nature from those related to des'g'}'among the requirements. In this study, we take into
or coding, as the requirements tasks are closer to the.qunt two interactions of different type: '

problem space such as gathering or negotiating the Implication interactions; = r; (if r; € X , r; should
requirements. In addition, the requirements also have 54 pe inX) and combination interactions @r; (if
strong connection with customers. Other aspects, such S € X , r; should belong toX, and vice versa)l. This

the requirements specification., are Coln.cerned Withproblem can be stated formally as the optimization
translating the requirements into specific modeling

. gproblem in order to formulate the fitness function.
languages. At the end, the tasks of requirements g5 satisfaction requirementcan be calculated from

management could be defined as a number of actiongqation 1). The two objectives to system requirements
executed by software engineers in relation to decision.gp, pe formulated as:

making, with regard to the quality, traceability, risk or p1aximize Satisfaction customer:

viability of the requirements. The selection of .

requirements is one of these management tasks; that is to . . _

say, it is the process of determining which requirements Maximize - S(x) = i;S % (2)
(from those gathered with customers) should be included o _

in a system in light of the available resourcék [ and minimize total cost requirements:

3.1 -Sdlection of Requirements

n
. o . Minimize E(x) = ZiCOSt‘*X‘ ) 3)
3.2 -Multi-Objective System Requirements =
Selection Problem -Mathematical Modeling . The vectorX is a solution vector that indicates the

requirements that are to be included in the system

When we face the problem of selecting a set to bex — 1y, x, ....x,}: X C R, x € {0,1} in this vector,
developed requirements, itis assumed that there is a set §f is 1 if the requirement is selected for inclusion in the
customers,C = {c1,Cz,....Cm} and a set of possible gystem, 0 otherwise.

system requirement®= {rq,r2,...,rh} . The set R is the Subject to

main list of all requirements agreed upon with customers

and desired in a software system. Also, there is a weight { E(x) <B:B isbudget;
w; associated to each customgrthat indicates his/her interaction constraints.

importance level for the system. The set

W = {wj,Wp,...,wm} contains all these weights. Each

customer will assign a valugj to each requirement iR, 3.3 -Objective Function

that represents the degree of priority that custommer

assigns to requiremenf to be included in the software In brief taking the objective function of our proposed
system. Valueyj > 0. A zero value fowvj; means thatthe method can be formulated as follows

(@© 2017 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

18 NS 2 M. Marghny et al.: An effective method of...

Maximize S(x)=3;S*X The solutions are encoded as a requirement vector of
Minimize E(x) =3 ,Costi*x Boolean (X) of n positions. Each position in X indicates
whether or not the requirement j is chosen for the system.
Subjectto{ E(x) <B:B isbudget; If so, that particular position is equal to 1, otherwisesit i
interaction constraints, 0. The overall number of requirements in X is also saved
within the data structure that maintains the individual
where Sj=3M wixvij . (Xrnumber ). Finally, the overall quality for the solution is

Notice that both of these two values are normalized
between 0 and 1. In the formula below, we adopted this
normalization function and it has proven to be more

. . . Requi ts| Objectives Vall
robust than other normalization functions. The peouenen] - [osectes e
optimization problem can then be mathematically
e e T
restructured as a multi-objective optimization problem as
fO”OWS: 1 (1 |0 |. [0 . |1 |80 10
1 (1 |1 | (0 [ |0 |80 20
1 [0 |0 0 1 |50 10
P SIS —3LiS*X
Minimize S(x) = & 57 IS ,  S(x) €10,1], 1o fo [-]o - ]o [0 |15
=1 (4) Xanumber - 1<I<=n
| Xoost E00 a0 Xeasetecason SO
N N Cogti * Xi ig. 1: Indivi i
Minimize E(x)— EE% COISt N E(x) (0,1, (5) Fig. 1: Individual representation
i=1 i

Subject to

E(x) <B:B percentis budget;
interaction constraints. M f, RO

.. Delete mostcrowded
™ solutions from the front

Where cost range from 0 tpCost;, satisfaction range
from 0 to TS, weight; = fm% i=12..m,
i=
and Sj =3, weight; = vij.

4 -Materials and M ethods

Min f;

In this section, the researcher describes the developed
meta-heuristic technique, in order to manage the problem
of requirements selection; as well as a brief description of
the non-dominated sorting genetic algorithm with Pareto

tournament  for the multi-objective  optimization eyajyated through two objectives (overall satisfaction
(NSGA-IIPT), paying extra attention to the different gx) and costE(X)). These values are calculated as
phases involved in the selection of a set of requirementSgyplained in Section3.2, and are additionally saved

However, we shall first present the encoding of theithin the data structure (see Figute

solutions of the proposed approach.

Fig. 22 NSGA-IIPT Front and crowding distance

4.2 -Non-dominated Sorting Genetic Algorithm
With Pareto Tournament for Multi-Objective

The solution is encoded with the purpose of giving all the Optimization (NSGA-I1PT)

information that is required to represent and evaluate

solutions for the multi-objective system requirement Genetic algorithms can be useful tool to tackle
problem (MOSRP). Figufeshows the representation of multi-objective problems by assigning a specific weight to
the individual used by the multi-objective meta-heuristic every objective function and changing the multi-objective
planned during this paper. The individuals expressproblem to a single objective problem, e.g., using a scalar
solutions which are the objects of the evolutionary objective function 25]. These algorithms are then known
algorithms, so it is necessary to have a good design of fasas weight-based GAs. NSGA-II varies from simple
processing as the genetic operators interact with themgenetic algorithm which is considered as the most

4.1 -Solution/ Individuals Representation
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commonly used multi-objective search algorithm that
outputs a set of non-dominated solutions for multiple
objectives according to the pareto dominance the@dy [

26,27,28]. NSGA-II first sorts the population into several

non-dominated fronts by employing a ranking algorithm
shown in Figure2. Then, NSGA-Il selects individual

solutions from these pareto front or non-dominated
solutions and generates new populations by applying
selection, crossover and mutation operators. Moreove
NSGA-II defines an indicator known as crowding

© 0 N O oA W NP

10

[
[

Input data and normalize

Pc,Pm«—0

Pleftarrow initialize  population
Correct initial population(p)
Rank=nondominated sorting(P)
CD=crowding distance assignment(P)
Sort(P,Rank,CD)

While not Termination Condition() Do
parents«— selection(p);

Pc— Crossoverfc,parents);

Pmx— Mutation(pm,offspring);

distance to measure the distance between the individuah, P+ Merge(P,Pc,Pm);
solutions and the others in the populatid®g][ If two 13 Sort(P,Rank,CD)

individual solutions exist in the same pareto front, the| 12 Remove duplicate individul(P)
solution with a higher crowd distance value is chosen/| s If size(P<popsize)

The aim for the crowding distance indicator is to
maximize the diversity of the outputted non-dominated

Generate(R,pagize-size(P))
P+ Merge(P,R)

solutions. In this paper, we evolve a multi-objective | 18 Sort(P,Rank,CD)
evolutionary  algorithm  depending  upon the |19 If size(P>popsize)
non-dominated sorting genetic algorithm with pareto| 20 truncate(P,size(P)-pogize)
tournament for multi-objective optimization |2 end While
(NSGA-IIPT) to tackle the system requirement selection| 2 ParetaFront=pP
problem. The pseudo code is shown in Algorithm 1. The " Algorithm 1. PSEUDO CODE FORNSGA-IIPT.
problem was formulated as a MOOP and a restarting
process to the evolutionary algorithms in order to store all
the non-dominated solution found, to create diversity in
the solutions and to improve coverage. The NSGA-IIPT
will keep all the non-dominated solutions found and will individuals (solutions) is sorted using the dominance
be updated at the end of each generation with theprinciple into several fronts (line 5). Solutions on theffirs
non-dominated solution of the current population. ThePareto-front "FO” are assigned dominance level 0. Then,
redundant and duplicate non-dominated solution will beas FO is taken out, the non-dominated-sort calculates the
removed to avoid overlapping solutions and provide aPareto-front "F1"of the remaining population. Solutions
chance for new solutions and more diversity. Which helpon the second front are being assigned dominance level 1.
to obtain a larger number of solutions of the Pareto frontThe process is set to keep progressing in such procedure
and to better control the algorithm’s convergence, a paittill all solutions classified. On one hand, for NSGA-IIPT
of parent solutions is selected from the current populatiorto cut off a front F and select a subset of individual
by pareto tournament selection. Also, correct initial solutions with the same dominance level, the crowding
population to meet objectives and constraints is during thadistance is the key measure used to perform selection
initialization step and normalizing all data duration (line 6). This parameter is used to promote diversity
execution and we address objective function is addressedithin the population. This front F, on the other hand,
to remove the negative signal by switching objective needs to be sorted in descending order before it is being
satisfaction as shown in equatio) ( split (line 7). The selection process heavily depends on
Pseudo code for NSGA-IIPT to solve the system pareto tournament with both Rank and CD becomes the
requirement selection problem as follows: basis of selection of individual solutions for the next
Description pseudo code for NSGA-IIPT in generation and selection parents from population p (line
algorithm 1:- The first step of NSGA-IIPT is to accept 9). Then, a child population pc, pm are generated from
required data, and step 2 contains the initial values ofthe population of parents using genetic operators
considered variables, step 3 seeks to randomly create thepresented in crossover and mutation (line 10, 11). Both
population "P” of encoded individuals using specific pc, pm populations are combined into a new population P
representation. Then, correct initial population to meet(line 12). Then, population is sorted in descending order
drawn objective in step4. Rank is non-dominated-sortby rank and CD (line 13). The duplicate solutions are
algorithm used by NSGA-IIPT to classify individual bound to be removed to diversify solutions as well as
solutions into different dominance levels. Actually, the leave the chance for new solutions (line 14). After that,
concept of Pareto dominance compare each solution "X"new population R is to be generated if size P less than
with all other solutions in the population until it is being population size, and merged in the original population to
dominated by one of them. However, if there is no be re-sorted in descending order by rank and CD
solution dominates X, the solution X is to be consideredline(15-18). However, if size P more than population size,
non-dominated and consequently selected to be a membewerflow and weak solutions are truncated to diversify
of the Pareto front. The whole population that contains Nsolutions as well as leave the chance for new solutions
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(line 20). Finally, a new P population is set to be createdassignment of a particular customer to a specific
using genetic operators of selection, crossover andequirement, will be based on the given level of priority
mutation. As mentioned earlier, this process will be (illustrated in Tablesl and 2), as well as the weight
repeated until reaching the pre-determined max iteratiorassigned to that customer (See Equatijn Table 3
according to the stop criteria. Eventually, the optimalillustrates the customers’ weights for the used two
solutions are anticipated to be drawn and pareto front is talatasets. Moreover, the values have been run from 1 to 5,
be called. and sorted preliminarily from the least important to the
most important customer. We believe that the only two
available real datasets used in this work are those
5 -Experiments and Results included in R9]; hence, we were able of using these
datasets in comparing the present results with those of
In this section, the researcher illustrates the proposedther previous studies referred to in the literature
methodology, as well as using the datasets to evaluate it€Section 5.2). The second dataset included 100
performance. Then, the researcher presents the resultsquirements, 5 customers and 44 (implication and
obtained through the use of different quality indicatons. | combination) requirement interactions, as proposed by
addition, the researcher provides a comparison in order t&agrado et al.Z9]. Table 2 illustrates the cost associated
compare the obtained results of our work to those of othemwith each requirement, the priority level given to each
approaches published in the literature. requirement for each customer, and the interaction
All experiments of this current research have beenconstraints. Tabl& illustrates the relative importance of
conducted within the same environment. The researcheeach customer. There is no doubt that the second dataset
used an Intel(R) Core(TM) i3 CPU 2.13 GHz processoris more complex than the previous one. Actually, both the
with 4 GB RAM. We also used M3.30 compiler on a number of requirements (100) and the costs (which, in
widows 7 kernel 64 bits OS. Taking into consideration this case, range from 1 to 20) have been precisely
that we are dealing with a meta-heuristic algorithm, oneextracted from real agile software project developments.
hundred independent runs have been performed for eachhus, as variables, the greatest cost of development for a
experiment; thus, the results concluded in the nextrequirementis 20 cost units. In agile software engineering
sub-sections represent the average results of thesmethods B1]. this temporal limit is usually defined as a
independent executions. In addition, it is worth time box. In this case, the priority levels range from 1 to
mentioning that we used the arithmetic mean for being a3, as when the customers have to make an assignment
valid statistical measurement, as the results mainlyassociated with the benefit of being involved in a new
followed a normal distribution g]. Furthermore, all requirement, they would rather use a coarse-grained scale.
very-low-dispersion results will be illustrated in theled  In specific, the requirements could be classified into three
stated in the following section; thus, they could be categories as follows: (1) inessential, (2) desirable, and
deemed as statistically reliable. (3) mandatory 30,32].
Moreover, we used two different real datasets in order to
test the effectiveness of our approach. Thus, each dataset
was restricted with four different cost boundaries applied
to the total cost for the development of all requirements of
the system (30%, 50%, 70%, and 100% of the total cost);
therefore, our technique was tested with a total of eight
instances of the system requirements selection problem.
The first dataset included 20 requirements and 5
customers, taken from Greer et dl5. Tablel illustrates
the cost associated with each requirement, the priority
assigned to each requirement for each customer, and trg 1 -Quality Indicators
interaction constraints. The priority for each requiretnen ~
takes values from 1 to 5 according to the importance ofgjnce we were working in a multi-objective environment,
each requirement for the customer. Thus, these valuefe parameter configuration of our proposed approach
could be interpreted as representing a requirement that ias established ccording to the quality of the Pareto Front
1:5 in the following order: not important, minor, produced in each test. In this regard, we used three quality

important, very important and extremely important. In ingicators in order to present a comparative work with
addition, each requirement has an associated cost, whickgard to other relevant published studies.

is estimated in terms of a score from 1 to 10. Finally, the

number of implication and combination interactions

between the requirements present in this dataset has be@ni .1 -Metric for Diversity

into consideration.

There is a relative level of importance for each customerThe spread metrid was the first quality indicatofi[33].

in the company. The overall priority, regarding the It measures the diversity among the solutions using the

Table 3: Customers’ relative importance

Customers weightg c1 | c2 | ¢c3 | ¢4 | c5
For dataset 1 4 12 |3 |4
For dataset 2 1 (5 |3 |3 |1

[EnY
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Table 1: Dataset 1: assignment of the priority level of each requéetirequirements cost and interactions.

rl r2 3 r4 5 6 7 8 r9 r10 r11 r12 r13 rl4 rl5 rl6 rl7 r18 r19 R0
cl| 4 2 1 2 5 5 2 4 4 4 2 3 4 2 4 4 4 1 3 P
c2| 4 4 2 2 4 5 1 4 4 5 2 3 2 4 4 2 3 2 3 L
c3| 5 3 3 3 4 5 2 4 4 4 2 4 1 5 4 1 2 3 3 P
c4d| 4 5 2 3 3 4 2 4 2 3 5 2 3 2 4 3 5 4 3 P
c5| 5 4 2 4 5 4 2 4 5 2 4 5 3 4 4 1 1 2 4 il
Cost| 1 4 2 3 4 7 10 2 1 3 2 5 8 2 1 4 10 4 8 4

B3Pri2 r11Prl3 rd=r8 rd=rl7 r8=rl7 1M9=r3 1M9=r6 r9=r12 r9=r19 rll= rlo9.

Table 2: Dataset 2: assignment of the priority level of each requé@etirequirements cost and interactions.

rl r2 r3 r4 r5 6 r7 r8 r9 r10 r11 r12 r13 r14 rl5 rl6 rl7 r1l8 rl9 rpO
cl 1 2 1 1 2 3 3 1 1 3 1 1 3 2 3 2 2 3 1 3
c2| 3 2 1 2 1 2 1 2 2 1 2 3 3 2 1 3 2 3 3 1
c3 1 1 1 2 1 1 1 3 2 2 3 3 3 1 3 1 2 2 3 3
c4| 3 2 2 1 3 1 3 2 3 2 3 2 1 3 2 3 2 1 3 3
c5 1 2 3 1 3 1 2 3 1 1 2 2 3 1 2 1 1 1 1 3
Cost | 16 19 16 7 19 15 8 10 6 18 15 12 16 20 9 4 16 2 9 3
21 122 23 r24 25 26 r27 28 r29 30 r31 r32 r33 34 r35 r36 r3M@8 r39 r40 |
cl| 2 1 1 1 3 3 3 3 1 2 2 3 2 1 2 2 1 3 3 2
c2| 3 3 3 2 3 1 2 2 3 3 1 3 2 2 1 2 3 2 3 3
c3| 2 1 2 3 2 3 3 1 3 3 3 2 1 2 2 1 1 3 1 2
c4| 1 1 1 2 3 3 2 1 1 1 1 2 2 2 3 2 2 3 1 1
c5 1 1 3 3 3 2 2 3 2 3 1 1 3 3 2 2 1 1 2 1
Cost| 2 10 4 2 7 15 8 20 9 11 5 1 17 6 2 16 8 12 18 5
r4l1 42 43 44 45 46 r47 r48 r49 50 51 52 53 54 55 56 158 59 r60 |
cl| 2 2 3 1 1 1 2 2 3 3 3 3 1 3 2 1 3 1 3 1
c2| 3 3 1 1 3 2 2 2 1 3 3 3 1 2 2 3 3 2 1 1
c3 1 3 1 3 3 3 3 1 3 2 3 1 2 3 2 3 2 1 2 3
c4| 3 1 1 3 1 2 1 1 3 2 2 1 3 2 1 3 3 1 2 3
c5| 3 1 1 2 1 2 3 3 2 2 1 3 3 2 3 1 2 1 3 2
Cost| 6 14 15 20 14 9 16 6 6 6 6 2 17 8 1 3 14 16 18 7
r6l r62 63 r64 65 r66 r67 68 69 70 r71 72 73 74 75 76 778 79 r80 |
cl| 2 2 3 3 1 3 1 3 2 3 1 3 2 3 1 1 2 3 3 1
c2 1 3 2 3 1 2 1 2 3 1 1 3 1 3 2 1 3 3 1 2
c3 1 1 2 3 3 1 3 3 3 1 3 1 3 1 1 2 3 3 1 2
c4| 2 2 3 3 3 1 2 1 2 1 2 3 3 2 2 2 1 3 3 1
c5| 2 2 1 2 1 3 2 1 2 1 2 2 3 2 1 3 2 3 1 3
Cost | 10 7 16 19 17 15 11 8 20 1 5 8 3 15 4 20 10 20 3 20
r81 182 183 84 8 8 r87 88 189 r90 r91 r92 r93 r94 95 r96 r9®@8 r99 r100 |
cl| 2 1 3 1 2 2 2 1 3 2 2 3 1 1 1 2 1 3 1 1
c2 1 2 1 2 2 1 3 2 2 2 3 2 2 3 2 2 1 3 1 1
c3 1 2 3 2 3 1 2 2 3 3 3 3 2 1 1 2 3 3 2 3
c4| 3 1 2 2 2 1 1 1 3 1 1 3 3 1 2 1 2 3 1 3
c5| 3 2 1 2 2 2 2 1 3 3 3 1 1 3 1 3 3 3 3 3
Cost | 10 16 19 3 12 16 15 1 6 7 15 18 4 7 2 7 8 7 7 3

r21p r22 32 r33 r46p rd7 65 r66

2=1r124 r3=1r26 r3=1r27 r3=r28 r3=r29 rd=r5 r6=1r7 r7=1r30 rl0=r32 rl0=r33

rl4=r32 rl4=1r34 rld4=1r37 rld=1r38 rl6=1r39 rl6=r40 rl7=r43 r29=r49 r29=r50

r29=r51 r30=1r52 r30=1r53 r31=1r55 r32=1r56 r32=1r5 r33=1r58 r36=r61 r39=r63 r40=r64 r43=r65
r46 = r68 r47=r70 r55=r79 156=1r80 r57=1r80 r62=r83 r6=1r84 r64= r87.
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spread metric £ — Spread), and calculated through the both convergence and diversity of the Pareto fronts
use of the Euclidean distances between solutions one afterbtained. Technically, for Pareto front there is one of two
the other in the Pareto Front, preferably Pareto Fronts of dactor used to control HV value to be high: some
smaller spread. Equatios)( was used to calculate solutions in the better front takes control of "dominate”
A-Spread, wherel; andd, are the Euclidean distance’s solutions in the other, or solutions in the better front are
first and last solution in the Pareto Front, to the peripheraimore exceedingly dispersed than the other. However,
solutions of the optimal Pareto Front in the objective since both properties are equally good that algorithms of
space; di_is the Euclidean distance between two higher values of HV are desirably deemed. In order to
solutionsg and the mean distance between each pair oftalculate this metric, two reference points were needed.
solutions; and N is the total number of solutions in the Since the problem under consideration has two objectives,
Pareto Front (see Figuf@for more details). Through the these  points  were Ryim(S(X)min, E(X)mn) and
dispersed solutions, the software engineer couldRmax(S(X)max; E(X)max), i-€., the minimum and maximum
understand all possible tradeoffs between cost andalues of two objectives tacitly included within points
customer satisfaction. (overall customer satisfaction and development costs. It i
worth mentioning that HV is not free from random

(dy +d,+ 3N o —d| scaling of the objectives, so that the value of this metric

A — Spread = d,+d+(N-1)d ’ (6) may be distorted as objectives’ ranges functions are
different. As a result, all the objective function values
Where shall be normalized before the hypervolume being
calculated. Tablé, shows the normalization points used
d = \/(S(Xi+1) — S(%))2+ (E(Xi11) — E(%))2 for each dataset.
Q)
HV = volume(| Jv), @)

F1 A-Spread
Fl w  Legend
- - Approximate Pareto
[ ] (51 QO Fon
o "
g P1 - Exact Pareto
[1] . .
Q Front
< ) 2
. dd % g. f?:u;irgiTaryReference
ll(,-—" -_:_:k di =y . & s Approximate Pareto Front
w 3 P2 3 Hypervolume
e — —_— N
2 L 30_ Exact Pareto Front
Optimal Pareto Front F2 ’ T
: ; [ ]
@ Obtained Solutions 0 [ ey,
L 1]
[l Extreme Solutions Objective A(minimize)
Fig. 3: Distances between solutions Fig. 4: The hypervolume enclosed by the non-dominated

solutions

5.1.2 -The Convergence & Diversity Indicator:

hypervolume(HV) 5.1.3 -Pareto Front Size: The Number of the
non-dominated solutions (NDS)

The hypervolume measure (HV), was the second quality

indicator [33]. Basically, this measure calculated by The third quality indicator was the number of non

equation{) to compute the volume, drawn in the dominated solutions found (NDS). Measures capacity

objective space, contained by members of apareto fronts with a higher number solutions are

non-dominated set of solutions Q (the region enclosed byreferred. The measure of number of solutions directly

points into the discontinuous line in Figur) reflects the alternatives provided by the algorithms to the

Q = {pl,p2,p3 for problems in which all objectives system engineer while selecting the requirements. Any

sought to be minimized. In other words, HV measuressoftware engineer will be naturally interested in more
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Table 4: Datasets main properties and HV reference points.

Datasets | Requirements| Costumers| Interactions constraints R_mim R_max

Cost | Satisfaction| Cost | Satisfaction
Datasetsl 20 5 10 0 0 85 893
Datasets2 100 5 44 0 0 1037 2656

Table 5: NSGA-IIPT configuration for system requirement selectioolglem.

Initial population size| Crossover probability (Pc) Mutation factor (Pm)| Parent choice schemg

40 0.8 0.02 Pareto tournament
Non-dominated Solutions (F,) : Frontier Non-dominated Solutions (F,) : Frontier
450 600 3
* * &
400 <t
*¥ 500 ﬂé‘dg
350 #* #
* *
300 * 400 * X
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S =l *
E 250 e E : 3
= * <% 300 4
= 200 = = L
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(a) 30%cost boundary (b) 50% cost boundary
Non-dominated Solutions (F,) : Frontier Non-dominated Solutions (F,) : Frontier
BOO 800 ¥ ¥
* s
700 * 800 Ak
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B il
- 500 = e _ 600 L s
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Cost Cost
(c) 70% cost boundary (d) 100% not cost boundary

Fig. 5: Pareto fronts for datasets 1

Table 6: Mean HV and standard deviation of the results for the 4 ircstaf dataset 1.

Dataset 1 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary] Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev.
30% 40.871%+8.3028e 3 | 38.881%+ 1.27e °x | 10.283%k 6.57e %%+ | 9.015%* 1.12x«% | 7.708%:0.366x
50% 53.066%+1.191% ° 50.112%=+ 1.62e %+ | 23.912%+ 6.75%¢ 2 | 20.652%+ 1.60** | 19.114% 0. 350**
70% 59.637%+5.393% * | 58.954%:+ 2.24e %+ | 38.464%x 7.08e %x | 32.157%+ 2.30** | 32.242%-+ 0.496**
100% 62.682%+3.5896° | 60.776%+ 1.03e >«

Independent samples t-test used to compare between NF&Aalgorithm and each other algorithms as follow:

* Statistically significant differencgp < 0.05).

s+ Statistically significant differencgp < 0.0).

Table 6 shows that there is highly statistically increase signifiadifference in comparison between NSGA-IIPT algorithnthadll other
algorithms in all different costép < 0.01) except in comparison with DEPT algorithm at 50% cost and rtteeee is statistically increase
significant difference p < 0.05).That means result of our algorithm is better than all otloengared algorithms in HV of dataset1.
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24 N <SS &
1100 Non-deminated Solutions (F,) : Frontier Non-deminated Solutions (F,) : Frontier
(a) 3% cost boundary (b) 50% cost boundary
Non-dominated Solutions (F,) : Frontier Non-dominated Solutions (F,) : Frontier
o 100 200 300 égzl 500 800 700 800 o 200 400 g&;il 800 1000 1200
(c) 70% cost boundary (d) 100% not cost boundary
Fig. 6: : Pareto fronts for datasets2
Table 7: Mean HV and standard deviation of the results for the 4 ircsgaf dataset 2.
Dataset 2 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary| Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev. Mean+ Std. dev.
30% 41.723%+9.5854 3 | 36.508%+6.01e S« | 8.517%+6.21e 2x* | 7.920%+2.4% Lxx | 4.088%k8.55e 3 x
50% 53.017%t3.1522 ° | 46.650%+7.36e 3 xx | 19.159%+9.94e Zxx | 18.006%+5.20e L+« | 15.454%+6.88e 2« %
70% 60.045%+5.1526 3 | 52.753%+4.25e S xx | 32.777%+1.14e Txx | 31.710%+8.92e Lxx | 27.943%-7.50e 2 % x
100% 63.149%+2.101e ° | 58.026%+4.81e 3« x

Independent samples t-test used to compare between NF&Aalgorithm and each other algorithms as follow:

«* Statistically significant differencgp < 0.0).
Table 7 shows that there is highly statistically increase significdifference in comparison between NSGA-IIPT algorithnthnéll other

algorithms in all different costép < 0.01). That means NSGA-IIPT result of our algorithm is better tkinother compared algorithms in
HV of dataset2.

number of solutions. Finally, in regard to the algorithm’s those published in other work34f]. We start by
configuration, in order for fair comparisons to be madeinvestigating the values of the HV add— Spread quality
with other work B4], the same stop condition is used for measures, and finally we perform a comparative study of
our technique: 10,000 fitness function evaluations. Thethe number of non-dominated solutions (NDS) obtained
other algorithm parameters were tuned one by one tdy different algorithms.

obtain the best results for the problem being tackled.
Thus, Tablés summarizes the parameter configuration for

our proposal NSGA-IIPT. 5.2.1 -The Convergence & Diversity Indicator:

Hypervolume (HV) results

The comparative results in related to HV indicator

5.2 -Reslts, Discussion, and Comparison With summarized in Table§ and 7. The results of previous
work (DEPT, ACO, NSGA-Il and GRASP) are compared

Other Work
with our proposed approach, NSGA-IIPT. The obtained

In this section, we present the results obtained with ouresults demonstrate average hypervolume, and standard
proposed NSGA-IIPT approach, and compare them withdeviation, of 100 distinct runs for the two datasets under
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Table 8: MeanA — Spread and standard deviation of the results for the 4 instanceatafset 1.

Dataset 1 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.
30% 0.48+0.039032 0.52+0.02** 0.52+0.03** 0.76+0.09** 0.64+0.09**
50% 0.43+0.030338 0.48+0.01** 0.52+0.01** 0.79+0.07** 0.73+0.07**
70% 0.42+0.036723 0.42+ 0.03 0.48+0.02** 0.80+0.07** 0.69+0.06**
100% 0.37+0.017507 0.40+0.04**

Independent samples t-test used to compare between NFGAalgorithm and each other algorithms as follow:
s+ Statistically significant differencgp < 0.0).

Table 8 shows that there is highly statistically decrease significhifference in comparison between NSGA-IIPT
algorithm with all other algorithms in all different cods < 0.01) except in comparison with DEPT algorithm at 70%
cost there is no statistically significant differer{ge> 0.05).That means result of our algorithm is more better than all

other compared algorithms ith— Spread of dataset1.

Table 9: MeanA — Spread and standard deviation of the results for the 4 instanceatafset 2.

Dataset 2 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.
30% 0.50+0.041134 0.56+0.04** 0.68+0.06** 0.80+0.07** 0.60+0.04**
50% 0.44+0.032874 0.51+0.03** 0.66 0.06** 0.81+0.06** 0.74+0.04**
70% 0.37+-0.024859 0.47+0.03** 0.61+0.06** 0.77+0.05** 0.70+0.03**
100% 0.37+0.02435 0.44+0.04**

Independent samples t-test used to compare between NF&GAalfjorithm and each other algorithms as follow:

s« Statistically significant differencgp < 0.01).
The Table9 shows that there is highly statistically decrease sigmificéfference in comparison between NSGA-IIPT

algorithm with all other algorithms in all different codts < 0.01).That means result of our algorithm is better than all
other compared algorithms ith— Spread of dataset?2.

Table 10: Mean number of NDS and standard deviation of the resulthfdtinstances of dataset 1.

Dataset 1 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.
30% 15.4+0.96609 15+0.00 13.66+13.66** 9.69+2.09** 11.37+1.47*
50% 22.2+ 1.2293 19.76+0.38** 17.75£0.61** 11.30£1.82** 17.65+2.22**
70% 29.5+1.5092 26.224£2.17* 20.57+£20.57* 11.70+1.90** 20.26+2.18**
100% 37.3+1.567 30.51+2.62**

Independent samples t-test used to compare between NFGAalgorithm and each other algorithms as follow:
«x Statistically significant differencgp < 0.01).

Table 10 shows that there is highly statistically increase significdifference in comparison between NSGA-IIPT
algorithm with all other algorithms in all different cods < 0.01) except in comparison with DEPT algorithm at 30%
cost there is no statistically significant differer{ge> 0.05).That means result of our algorithm is better than all other

compared algorithms in NDS of dataset1.

Table 11: Mean number of NDS and standard deviation of the resulthfodtinstances of dataset 2.

Dataset 2 NSGA-IIPT DEPT ACO NSGA-II GRASP
Cost boundary| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.| Mean+ Std. dev.
30% 123.3t6.3078 | 110.108+5.45** 47.12+5.44** 54.34+8.51** 57.99+3.66**
50% 150.1£4.9092 123.64+5.20** 57.68+5.69** 65.54+11.86** 75.81+5.81**
70% 159.8£3.4897 139.73+8.32** 70. 98+5.27** 83.32+10.52* | 120.14+7.27**
100% 163.8£2.1499 144.50+7.16**

Independent samples t-test used to compare between NFGAalgorithm and each other algorithms as follow:

+x Statistically significant differencgp < 0.01).
The Tablell shows that there is highly statistically increase signifigifference in comparison between NSGA-IIPT

algorithm with all other algorithms in all different cogts < 0.01).That means result of our algorithm is better than all
other compared algorithms in NDS of dataset2.
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consideration, with the four cost boundaries non-dominated solutions or Pareto Front. Table3
(30%,50%,70% and 100% -no cost limit). In addition, and 11 illustrate the average number of non- dominated
just 8 instances of the problem have been investigated. Asolutions obtained through our approach, NSGA-IIPT and
mentioned earlier, the higher the value of HV, the betterother algorithms published in the literature with regard to
the quality of the results achieved. It is clearly stated,tha the different problem instances. The results in the tables
from results, NSGA-IIPT algorithm outperforms the illustrate that NSGA-IIPT obtains a higher number of
others in terms of HV for every problem instance. non-dominated solutions in all cases. The number of the
Moreover, NSGA-IIPT draws very low dispersions for found non-dominated solutions (NDS) is bigger for
every cost boundary examined. It is worth indicating thatdataset 2 in each case, as the second dataset is more
for NSGA-IIPT whenever iteration of runs gets increasedcomplex. In spite of this fact, we can also observe that the
the dispersions being more decreased. Therefore, it can bdifferences between our proposed approach and the other
concluded that the overall improvement gained bypublished approaches are more significant due to the
NSGA-IIPT is quite significant when it comes to this more complex dataset. Figurés and 6 illustrate the
measure. To sum up, NSGA-IIPT is proved to be capablePareto Front obtained by our proposed approach
to stand above its peers in best exploring the search spacBlSGA-IIPT, for dataset 1 and dataset 2 respectively.
and consequently, the solutions acquired for the
requirements selection problem is definitely of better
quality. However, GRASP is shown to be the 6 -Conclusionsand Future Work
meta-heuristic of the poorest results. Actually, this back
to the fact that GRASP is a trajectory-based In this current paper, we have proposed the use of a novel
meta-heuristic and subsequently does not work well withnon-dominated sorting genetic algorithm with Pareto
a population of individuals so the exploration of the spacetournament for a multi-objective optimization approach
search is more bounded. (NSGA-IIPT); and that is in order to tackle real instances
of the system requirements selection problem. The paper
comprises a constrained multi-objective formulation of
5.2.2 -Metric for DiversityA — Spread results the problem in which different types of interactions
between the requirements and several cost boundaries
In this subsection, the analyzing of th#& — Spread have been taken into consideration. Furthermore, we have
quality indicator has been focused on for the sameevaluated the proposed approach in terms of several
instances of the considered problem. In contrast to HV, agjuality indicators, by comparing the results generated by
the spread indicator gets lower values, the better resultsur proposed approach to several approaches published in
are achieved. Table8 and 9 brief the results obtained the literature (DEPT, ACO, NSGA-Il, GRASP). In
concerning this indicator as well as taken to be comparedddition, after analyzing the results, we can easily
with those published in the literature. From the tables itconclude that NSGA-IIPT is able to obtain the best sets of
can said that NSGA-IIPT has gained the best results in alfequirements, thus NSGA-IIPT generates sets of
cases, with standard deviations being more reducednon-dominated solutions with more solutions in the
Hence, NSGA-IIPT has proved that it computes the frontsPareto Fronts (Table$0 and 11), with a lower spread
with the best distribution of solutions in all instances. between the solutions (Tablés and 9) and a higher
Consequently, for NSGA-IIPT, it could be claimed that a hypervolume (Table$ and7) than the other approaches.
set of optimal solutions are produced such that able td~urthermore, the tests showed statistically significant
capacitate more variety than the results generated by thdifferences for all results, and showed that there is a
other approaches published. Finally, graphically statistically  significant difference increase for
comparison could not be performed for the Pareto frontsNSGA-IIPT higher than the other approaches.
in purpose of drawing these differences, because there ighus, the results of this paper show that our proposed
no information available regarding the approachesapproach can efficiently produce high quality solutions
published in literature. that allow the system engineers to make decisions
regarding the set of requirements that shall be included in
the system. The researcher used eight several cases taken
5.2.3 -Pareto Front Size: The Number of the from two real-world datasets in order to check the
non-dominated solutions (NDS) results. effectiveness of the proposed approach. These datasets
included different numbers of requirements, requirement
In multi-objective optimization problems; thus, it is interactions and customer priorities; and both of them had
preferred for the human expert to find more optimal previously been employed by other published works, so
solutions, when the selection of the final solution has tothat we were able to make comparisons with the results of
be fulfilled. Nonetheless, the optimal solutions for the the current study. Since the results obtained with
problem tackled in this current paper are unknown,NSGA-IIPT were good, we believe that in the future
because the set of all final high-quality solutions given byworks, it might be interesting to work with other
the MOEAs are not called optimal solutions, but multi-objective approaches based on NSGA-IIPT which
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can be applied to the problem. A hybrid version of our [13] Mark Harman, S. Afshin Mansouri, and Yuanyuan Zhang,
proposed approach with some other multi-objective "Search-based software engineering: Trends, techniques
approaches could be a good example for these works. It and applications.” ACM Computing Surveys (CSUR) 45.1
might also be interesting to study the use of this (2012):11. .
technique, as it could be applied on larger real-world[14] Paul Baker, Mark Harman, Kathleen Steinhofel, and
datasets. In pursuit of this objective, it would be of very ~ Alexandros  Skaliotis, "Search based approaches to
important to propose a generator of multi-objective component selection and prioritization for the next redeas
optimization system requirements selection problem Problem” Software Maintenance, 2006. ICSM'06. 22nd
dataset for the systematic generation of instances. Sucly EEE International Conference on. IEEE, 2006. .
enhancement shall be addressed with the assistance bf?) D&S Greer, and Gunther Ruhe, "Software release plgnnin

. . . . an evolutionary and iterative approach.” Information and
system design experts, as the question of the interactions Software Technology 46.4 (2004):243-253
bgtyveen the rgquwements Ina C"”.‘p'ex system is far fronll6] Yuanyuan Zhang, Mark Harman, and S. Afshin Mansouri,
trivial. In addition, other formulations of the problem,

. . ' . "The multi-objective next release problem.” Proceedings
taking into consideration other and more compleX .t the oth annual conference on Genetic and evolutionary

constraints, more dominance relations and more compytation. ACM, 2007.
ObJeCUVeS, WOU|d a|SO be Interestll’lg |IneS fOf future [17] Mar“n S. Feather’ and T|m Menziesl "Converging on
works. FlnaIIy, we shall mention that the translation of the optimal attainment of requirements.” Requirements
these methods into CASE tools should also be taken into  Engineering, 2002. Proceedings. IEEE Joint International
consideration, in order to make this work more useful to  Conference on. IEEE, 2002.
the software industry. [18] Martin S. Feather, Steven L. Cornford, James D. Kiped a
Tim Menzies, "Experiences using visualization techniques
to present requirements, risks to them, and options for risk
mitigation.”"Requirements Engineering Visualization,080
References REV’06. First International Workshop on. IEEE, 2006.
[19] Mark Harman, Alexandros Skaliotis, and Kathleen
[1] Bashar Nuseibeh, and Steve Easterbrook, "Requirements Steinhofel, "Search-based approaches to the component
engineering: a roadmap.” Proceedings of the Conference on Selection and prioritization problem.” Proceedings of &tie

the Future of Software Engineering. ACM, 2000. annual conference on Genetic and evolutionary computation
[2] David Lorge Parnas, "Software engineering programsate ACM, 2006. . _ o
computer science programs.” Software, IEEE 16.6 (1999):19 [20] Omid Jalali, Tim Menzies, and Martin Feather, "Optimig
30. requirements decisions with keys.” Proceedings of the 4th
[3] Guenther Ruhe, Product release planning: methodss tal international workshop on Predictor models in software
applications. CRC Press, 2010. engineering. ACM, 2008. _ _
[4] RL Glass, "Facts and fallacies of software engineering [21] Jose d.Sagrado, Isabel M.d Aguila, and Francisco
Boston:Addison-Welsey.” (2003) J.Orellana, "Ant colony optimization for the next

release problem: A comparative study."Search Based
ways of calculating priorities in requirements hierarshie goftwarg Engln?gl:rlwzg éﬁfoBSE)’ 2010 Second International
An experiment on hierarchical cumulative voting.” Jourogl [22] }ggoséugao?édo I'abel' Md Aquila. and FErancisco
Systems and Software 82.5 (2009):836-850. ~>agrado, isabel. W.d - Aguria, IS

[6] A.J. Bagnall, V.J. Rayward-Smith,and .M. Whittley, M J.Orellana, "Requirements interaction in the next release
néx't relgase’pr;)BIem}’,’V:lnformatior; and éof.tware tez:/’hrwlog problem.” Proceedings of the 13th annual conference
43.14 (2001): 883-890. companion on Genetic and evolutionary computation. ACM,

o~ . o 2011.
[7] Pe.te.r Schuster, Optlml.za.tlon of multiple criteria: reto [23] Paolo Tonella, Angelo Susi, and Francis Palma, "Inttva
efficiency and fast heuristics should be more popular than

a . i requirements prioritization using a genetic algorithm.”
they are.” Complexity 18.2 (2012):5-7. ) Information and software technology55.1 (2013): 173-187.
[8] !':.J.Orellana, .J..Canadas, I.M.del Aguila, and S.Tun.ez,[24] Paolo Tonella, Angelo Susi, and Francis Palma, "Using
INSCO Requisite-A Web-Based RM-Tool to support Hybrid ~jnteractive GA for requirements prioritization.” Searcaggd

[5] Patrik Berander, and Mikael Svahnberg, "Evaluating two

Software Deyelopment.” ICEIS (_3'1)- 2008. Software Engineering (SSBSE), 2010 Second International
[9] Alan M. Davis, "The art of requirements triage.” Compute Symposium on. IEEE, 2010.
36.3 (2003):42-49. [25] Abdullah Konaka, David W.Coith, and Alice E.Smithc,

[10] David S Johnson, "The NP-completeness column: an  "Multi-objective optimization using genetic algorithms
ongoing guide.” Journal of algorithms 13.3 (1992): 502-524 tytorial.” Reliability Engineering & System Safety 91.9

[11] Joachim Karlsson, "Software requirements priomtef (2006): 992-1007.
Requirements Engineering, 1996., Proceedings of the 8lecon[26] Kalyanmoy Deb, Amrit Pratap, and Sameer Agarwal, "A
International Conference on. IEEE, 1996. fast and elitist multiobjective genetic algorithm: NSGK-|

[12] Juan J. Durillo, Yuanyuan Zhang, Enrique Alba, Mark Evolutionary Computation, IEEE Transactions on 6.2 (2002)
Harman, and Antonio J. Nebro, "A study of the bi-objective 182-197.
next release problem.” Empirical Software Engineerindl16. [27] Yuanyuan Zhang, Anthony Finkelstein, and Mark Harman,
(2011):29-60. "Search based requirements optimisation: Existing work

(@© 2017 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

28 ~N SF’ 3 M. Marghny et al.: An effective method of...

and challenges.” Requirements Engineering: Foundation fo
Software Quality. Springer Berlin Heidelberg, 2008. 88-94
[28] Shin Yoo, Mark Harman, "Pareto efficient multi-objeeti
test case selection.” Proceedings of the 2007 interndtiona
symposium on Software testing and analysis. ACM, 2007.
[29] Jose d.Sagrado, Isabel M.d Aguila, and Francisco
J.Orellana, "Multi-objective ant colony optimization for
requirements selection.” Empirical Software Engineering
20.3 (2015): 577-610. Assiut University, in 1990.
[30] Janez Demsar, "Statistical comparisons of classifeer j His research "Numerical
multiple data sets.”The Journal of Machine Learning h Treatment of Differential
Research 7 (2006): 1-30. L Equations by Spectral Methods”. Received the MA
[31] Ken Schwaber, Mike Beedle, "Agile Software Developmen joqree in Mathematics Science at numerical analysis
[32}N22r|s|§“\j\rﬂg (§?£%)éoft are requirements.”. 2nd .. Misoft from Assiut University, in 1984. His research "Numerical
Press 'Reclim%nd’ WA BVSA 286‘; o " Solution of a System of First Order Differential Equations
[33] Ecka’rt Zitzler,, Lot’har 'I:hiele,. and Johannes Bader, ?y Spﬂ\ners”t. Eec.:eive.? th.e ?.988(:0 InHMathematiﬁS. S,[Cien(t;e'
"Multiobjective evolutionary algorithms: a comparativase i;%m deSSIIl\IJumgll'\i/farISI ﬁr:glysis : Gllc?bﬁseg;)ctimlirz]:tzgﬁ S

study and the strength Pareto approach.” evolutionary . . . . -
computation, IEEE transactions on 3.4 (1999): 257-271. Partial Differential Equations and Operation Research.

[34] Jose M.Chaves-Gonzalez, Miguel A.Perez-Toledano,Prof. H.M.El-Hawary is a member of the Egyptian
"Differential evolution with Pareto tournament for the Mathematical society.
multi-objective next release problem.” Applied Matheroati
and Computation 252 (2015): 1-13.

H. M. El-Hawary
is Professor of Mathematics,
Dean Faculty of
Science, Assiut University.
Received the PhD degree
in  Mathematics Science
at numerical analysis from

Wathig H. Dukhan is
currently M.Sc. student in the
Department of Mathematics
of the Faculty of Science,
University of Assiut, Egypt.
received his B.s. degree in
computer mathematics from
Faculty ~ of ~ Computers the Sana’a University, Sana’a,
and Information,  Assiut o Yemen, He is a Demonstrator
University. He  received in the Department of

his Ph.D. degree in computer \j5thematics of the Faculty of science, University of
science from the University gana'a Yemen.

of Kyushu, Japan, in 2001,
his M.Sc. and B.Sc. from
Assiut university, Assiut, Egypt, in 1993 and 1988,
respectively. He is currently a professor in the Department
of Computer Science, and Vice Dean for Education and
Student Affairs of the Faculty of Computers and
Information, University of Assiut, Egypt. His research
interests include data mining, text mining, information
retrieval, web mining, machine learning, pattern
recognition, neural networks, evolutionary computation,
fuzzy systems, and information security. Prof. Marghny is
a member of the Egyptian mathematical society and
Egyptian syndicate of scientific professions. He is a
manager of some advanced research projects in Faculty of
Computers and Information, University of Assiut, Egypt.

M. H. Marghny
is a Professor of Computer
Science, Vice Dean of

(@© 2017 NSP
Natural Sciences Publishing Cor.



	-Introduction
	-Related Work
	-Methodology
	-Materials and Methods
	-Experiments and Results
	-Conclusions and Future Work

