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#### Abstract

In this paper, we consider the estimation problem in the case of constant-partially accelerated life tests using progressively Type-II censored samples. The lifetime of items under use condition follows the two-parameters linear exponential distribution. The maximum likelihood estimates of the parameters are obtained numerically. Approximate confidence intervals for the parameters, based on normal approximation to the asymptotic distribution of maximum- likelihood estimators, studentized-t and percentile bootstrap confidence intervals are derived. A Monte Carlo simulation study is carried out to investigate the precision of the maximum likelihood estimators and to compare the performance of the confidence intervals considered. Finally, two examples presented to illustrate our results are followed by conclusion.
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## 1 Introduction

In some situations, the usual life testing methods dose not obtain enough failure data necessary to make the desired inference. So, one can use accelerated life tests $(A L T)$ to quickly obtain information about the life time distribution of products. Such $A L T$ or partially $A L T$ ( $P A L T$ ) results in shorter lives than that would be observed under normal conditions. Test units are run only at accelerated use conditions in $A L T$, while they run at both normal and accelerated use conditions in PALT.

According to Nelson [28], the stress can be applied in various ways. One way to accelerate failure is the constant stress where as each item runs at either use or accelerated conditions only, see Bai and Chung [13]. Another way is stepstress, where as one increase the stress applied to test product in a specified discrete sequence. In other words, as indicated by Xiong and Ji [11], a test unit starts at a specified low stress. If the unit does not fail at a specified time, stress on it is raised and held a specified time. Stress is repeatedly increased and held, until the test unit fails or a censoring time is reached.

Recently, the estimation of parameters from different lifetime distributions based on progressive Type-I and TypeII censored samples are studied by several authors including Childs and Balakrishnan [6], Balakrishnan and Kannan [21], Ali Mousa and Jaheen [17], Balakrishnan, et al. [22] and Soliman ([5]). In the step stress PALT, a test unit is first run at use condition and if it does not fail in a specified time, then it is run at accelerated condition until failures occurs or the observation censored see, for example, Abdel-Ghani [19], Ismail [3] and Abd-Elfattah et al. [8]. Bayes and maximum likelihood methods of estimation are applied on constant ALTs to finite mixtures of distributions by ALHussaini and Abdel-Hamid ([14]-[15]). Based on progressive Type II censored samples, Abdel-Hamid [7] considered constant stress PALT when the lifetime of units under use condition follows Burr XII distribution. Also, Ismail and Sarhan

[^0][4] study optimal design of step-stress life test with progressively Type- II censored exponential data, Srivastava and Neha [13] consider optimum step-stress PALT for the truncated logistic distribution with censoring. Ismail [1] estimating the parameters of Weibull distribution and the acceleration factor from hybrid PALT, Ismail [2] study to inference in the generalized exponential distribution under $P A L T$ with progressive Type-II censoring.

The linear exponential $(L E)$ distribution with the parameters $a>0$ and $b>0$, will be denoted by $L E(a, b)$ distribution. Tow special cases of $L E(a, b)$ distribution are exponential distribution (when $b=0$ ) and Rayleigh distributions (when $a=0$ ). The corresponding cumulative distribution ( $C D F$ ), probability density function (PDF), survival function $(S F)$ and the hazard rate function $(H R F)$ are given for $t>0, a, b>0$, respectively, by

$$
\left.\begin{array}{c}
f_{1}(t)=(a+b t) \exp \left\{-\left(a t+\frac{b}{2} t^{2}\right)\right\},  \tag{1.1}\\
F_{1}(t)=1-\exp \left\{-\left(a t+\frac{b}{2} t^{2}\right)\right\} \\
\bar{F}_{1}(t)=\exp \left\{-\left(a t+\frac{b}{2} t^{2}\right)\right\} \\
h_{1}(t)=a+b t
\end{array}\right\}
$$

The $L E(a, b)$ distribution has many applications in applied statistics and reliability analysis. Broadbent [27], uses the $L E(a, b)$ distribution to describe the service of milk bottles that are filled in a dairy, circulated to customers, and returned empty to the dairy. The $\operatorname{LE}(a, b)$ distribution was also used by Carbone et al. [23] to study the survival pattern of patients with plasmacytic myeloma. The Type-II censored data is used by Bain [16] to discuss the least square estimates of the parameters $a$ and $b$ and by Pandey et al. [9] to study the Bayes estimators of $(a, b)$. There are many situations in lifetesting and reliability studies in which the experimenter may be unable to obtain complete information on failure times for all experimental items. There are also situations wherein the removal of items prior to failure is pre-planned in order to reduce the cost and time associated with testing. The conventional Type-I, and Type-II censoring schemes do not have the flexibility of allowing removal of items at points other than the terminal point of the experiment. We consider here a more general censoring scheme, known as progressively Type-II censoring, details of the scheme are discussed in Balakrishnan and Aggarwala [20].

This paper considers the constant stress $P A L T$ applied to items whose lifetimes under design condition are assumed to follow $L E(a, b)$ distribution under a progressive Type-II censoring scheme. The rest of the paper is organized as follows, in Section 2 the model description and MLEs of the involved parameters are derived using progressive Type II censoring scheme. Also, approximate and parametric bootstrap confidence intervals are derived. In Section 3, simulation studies are made using Monte Carlo method. Finally, some concluding remarks are presented in Section 4.

## 2 Model description and maximum likelihood estimation

According to constant PALT, group 1 consists of $n_{1}$ items randomly chosen among $n$ test items is allocated to use condition and group 2 consists of $n_{2}=n-n_{1}$ remaining items are subjected to an accelerated condition. Progressive Type-II censoring is applied as follows: In group $j, j=1,2$, at the time of the first failure, $R_{j 1}$ items are randomly withdrawn from the remaining $n_{j 1}$ surviving items. At the second failure, $R_{j 2}$ items from the remaining $n_{j}-2-R_{j 1}$ items are randomly withdrawn. The test continues until the $m_{j}^{\text {th }}$ failure at which time, all remaining $R_{j m_{j}}=n_{j}-m_{j}-R_{j 1}-$ $R_{j 2}-R_{j\left(m_{j}-1\right)}$ items are withdrawn. The $R_{j i}$ are fixed prior to the study, $m_{j} \leq n_{j}$ and

$$
\begin{equation*}
m_{j}=n p_{j}-\sum_{i=j}^{n-1} R_{j i} \tag{2.2}
\end{equation*}
$$

where $p_{1}\left(0<p_{1}<1\right)$ and $p_{2}=1-p_{1}$, are the proportions of sample units allocated to accelerated condition. It is clear that the complete sample and Type-II censored samples are special cases of this scheme.

### 2.1 Basic assumptions

1. The lifetime of an item tested at use condition follows $\operatorname{LE}(a, b)$ distribution.
2. The $H R F$ of an item tested at accelerated condition is given by $h_{2}(t)=\rho h_{1}(t)$, where $\rho$ is an acceleration factor satisfying $\rho>1$. So, the $H R F, C D F, P D F$ and $S F$ under accelerated condition are given, for $t>0, a, b>0$ and $\rho>1$,
respectively, by

$$
\left.\begin{array}{c}
f_{2}(t)=\rho(a+b t) \exp \left\{-\rho\left(a t+\frac{b}{2} t^{2}\right)\right\},  \tag{2.3}\\
F_{2}(t)=1-\exp \left\{-\rho\left(a t+\frac{b}{2} t^{2}\right)\right\}, \\
\bar{F}_{2}(t)=\exp \left\{-\rho\left(a t+\frac{b}{2} t^{2}\right)\right\}, \\
h_{2}(t)=\rho(a+b t) .
\end{array}\right\}
$$

3. The identically distributed lifetimes $T_{j i}, j=1,2, i=1, \ldots, n_{j}$ of items allocated to use condition $(j=1)$ and accelerated condition $(j=2)$ are mutually independent.

### 2.2 Maximum likelihood estimation

The maximum likelihood method is used to obtain the estimates of the parameter of the population distribution. Let $T_{j 1: m_{j}: n_{j}}^{\left(R_{j 1}, \ldots, R_{j m j}\right)}<T_{j 2: m_{j}: n_{j}}^{\left(R_{j 1}, \ldots, R_{j m j}\right)}<\ldots<T_{j m_{j}: m_{j}: n_{j}}^{\left(R_{j 1}, \ldots, R_{j m j}\right)}, j=1,2$, are the progressive Type-II censored data from two populations whose SFs and PDF s are given by (1.1) and (2.3), with $\left(R_{j 1}, \ldots, R_{j m_{j}}\right)$ being the two progressive censoring schemes. In the sequel, we will use $T_{j m_{j}: m_{j}: n_{j}}$ instead of $T_{j m_{j}: m_{j}: n_{j}}^{\left(R_{j 1}: \ldots, R_{j m_{j}}\right)}$. Also, let $t_{j 1: m_{j}: n_{j}}<t_{j 2: m_{j}: n_{j}}<\ldots<t_{j m_{j}: m_{j}: n_{j}}$ be the corresponding observed values. The likelihood function is given by

$$
\begin{align*}
L(\theta ; \mathbf{t}) & =\prod_{j=1}^{2}\left[A_{j} \prod_{i=1}^{m_{j}}\left(f_{j}\left(t_{j i: m_{j}: n_{j}}\right)\right)\left[\bar{F}\left(t_{j i: m_{j}: n_{j}}\right)\right]^{R_{j i}}\right] \\
& =\prod_{j=1}^{2}\left[A_{j} \prod_{i=1}^{m_{j}} \rho^{j-1}\left(a+b t_{j i: m_{j}: n_{j}}\right)\left[\exp \left\{-\rho^{j-1}\left(a t_{j i: m_{j}: n_{j}}+\frac{b}{2} t_{j i: m_{j}: n_{j}}^{2}\right)\right\}\right]^{R_{j i}+1}\right] \tag{2.4}
\end{align*}
$$

where $\theta=(a, b, \rho), t=\left(t_{1}, t_{2}\right), t_{j}=\left(t_{j 1},, t_{j m_{j}}\right)$, and $A_{j}=n_{j}\left(n_{j}-1-R_{j 1}\right)\left(n_{j}-2-R_{j 1}-R_{j 2}\right)\left(n_{j}-m_{j}+1-R_{j 1}-\right.$ $\left.R_{j 2}-\ldots-R_{j\left(m_{j}-1\right)}\right)$.

Hence, the log-likelihood function, $\ell(\theta ; t)$ is

$$
\begin{equation*}
\ell(\theta ; t)=A+m_{2} \ln \rho+\sum_{j=1}^{2} \sum_{i=1}^{m_{j}}\left\{\ln \left(a+b t_{j i: m_{j}: n_{j}}\right)-\rho^{j-1} \eta_{j i}(a, b)\right\} \tag{2.5}
\end{equation*}
$$

where $\eta_{j i}(a, b)=\left(R_{j i}+1\right)\left(a t_{j i: m_{j}: n_{j}}+\frac{b}{2} t_{j i: m_{j}: n_{j}}^{2}\right)$ and $A=\ln A_{1}+\ln A_{2}$. The components of the score vector $U(\theta)=\left(U_{a}, U_{b}, U_{\rho}\right)^{T}$ are

$$
\begin{align*}
U_{a} & =\sum_{j=1}^{2} \sum_{i=1}^{m_{j}}\left\{\frac{1}{a+b t_{j i: m_{j}: n_{j}}}-\rho^{j-1}\left(R_{j i}+1\right) t_{j i: m_{j}: n_{j}}\right\},  \tag{2.6}\\
U_{b} & =\sum_{j=1}^{2} \sum_{i=1}^{m_{j}}\left\{\frac{t_{j i: m_{j}: n_{j}}}{a+b t_{j i: m_{j}: n_{j}}}-\frac{1}{2} \rho^{j-1}\left(R_{j i}+1\right) t_{j i: m_{j}: n_{j}}^{2}\right\}, \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
U_{\rho}=\frac{m_{2}}{\rho}-S(a, b) \tag{2.8}
\end{equation*}
$$

where

$$
S(a, b)=\sum_{i=1}^{m_{2}} \eta_{2 i}(a, b)
$$

Making use of $U(\theta)=0$, we obtain three nonlinear equations. The system of these nonlinear equations cannot be solved analytically. So, we can apply numerical solution via iterative techniques such as Newton Raphson method, to get the MLEs, $\hat{\theta}=(\hat{a}, \hat{b}, \hat{\rho})^{T}$ of $\theta$.

On the other hand, setting $U_{\rho}=0$ in (2.8), we can obtain

$$
\begin{equation*}
\hat{\rho}=\frac{m_{2}}{S(\hat{a}, \hat{b})} \tag{2.9}
\end{equation*}
$$

substituting from (2.9) about $\hat{\rho}$ in $U_{a}=0$ and $U_{b}=0$ in (2.6) and (2.7), we can solve them numerically to obtain $\hat{a}, \hat{b}$ and then substituting in (2.9), we get $\hat{\rho}$.

### 2.3 Observed Fisher information matrix

The observed Fisher information matrix $(F I)$ for the MLEs of the parameters $a, b$ and $\rho$ is the $3 \times 3$ observed information matrix $I(\theta)=-\partial^{2} \ell / \partial \theta \partial \theta^{T}$, which are given in (2.11). The elements of the multivariate normal $N_{3}\left(0, I(\hat{\theta})^{-1}\right)$ distribution can be used to construct asymptotic confidence intervals for the parameters. The observed FI matrix is

$$
I(\hat{\theta})=\left(\begin{array}{ccc}
U_{a a} & U_{a b} & U_{a \rho}  \tag{2.10}\\
U_{b a} & U_{b b} & U_{b \rho} \\
U_{\rho a} & U_{\rho b} & U_{\rho \rho}
\end{array}\right) \downarrow \theta=\hat{\theta}
$$

where the elements of the matrix are given, from (2.6), (2.7) and (2.8), by

$$
\begin{align*}
U_{a a} & =-\sum_{j=1}^{2} \sum_{i=1}^{m_{1}} \frac{1}{\left(a+b t_{j i: m_{j}: n_{j}}\right)^{2}}, \\
U_{a b} & =-\sum_{j=1}^{2} \sum_{i=1}^{m_{1}} \frac{t_{j i: m_{j}: n_{j}}}{\left(a+b t_{j i: m_{j}: n_{j}}\right)^{2}}, \\
U_{a \rho} & =-\sum_{i=1}^{m_{2}}\left(R_{2 i}+1\right) t_{2 i: m_{2}: n_{2}}  \tag{2.11}\\
U_{b b} & =-\sum_{j=1 i=1}^{2} \sum^{m_{1}} \frac{t_{j i: m_{j}: n_{j}}^{2}}{\left(a+b t_{j i: m_{j}: n_{j}}\right)^{2}} \\
U_{b \rho} & =-\frac{1}{2} \sum_{i=1}^{m_{2}}\left(R_{2 i}+1\right) t_{2 i: m_{2}: n_{2}}^{2} \\
U_{\rho \rho} & =\frac{-m_{2}}{\rho^{2}}
\end{align*}
$$

## 3 Simulation studies

In order to obtain the MLEs of $(a, b, \rho)$ and study the properties of their estimates through the mean squared errors $(M S E)$ and relative absolute biases $(R A B)$, a simulation study is performed, for $j=1,2$, according to the following steps:
1.Based on the values of $n_{j}$ and $m_{j}\left(1 \leq m_{j} \leq n_{j}\right)$, generate two independent random samples of sizes $m_{1}$ and $m_{2}$ from Uniform $(0,1)$ distribution, $\left(U_{j 1}, U_{j 2}, \ldots, U_{j m_{j}}\right)$.
2.Determine the values of the censored scheme $R_{j i}, i=1,2, \ldots, m_{j}$.
3.Set $E_{j i}=1 /\left(i+\sum_{d=m_{j}-i+1}^{m_{j}} R_{j d}\right)$.
4.Set $V_{j i}=U_{j i}^{E_{j i}}$.
5.Construct the two progressive Type-II censored samples, $\left(U_{j 1}^{*}, U_{j 2}^{*}, \ldots, U_{j m_{j}}^{*}\right)$, from the Uniform $(0,1)$ distribution, where $U_{j i}^{*}=1-\prod_{d=m_{j}-i+1}^{m_{j}} V_{j d}$.
6.Using Step 5, generate two random samples $\left(t_{j 1}, t_{j 2}, \ldots, t_{j m_{j}}\right)$, from $C D F s$ and $F_{1}(t)$ and $F_{2}(t)$ given in (1.1) and (2.3) respectively, as follows
$t_{j i}=\left[\left(-a \rho^{j-1}+\sqrt{\left.a^{2} \rho^{2(j-1)}-2 b \log \left(1-U_{i}^{*}\right)\right)} / b \rho^{j-1}\right]\right.$ and hence obtain the two ordered samples $\left(t_{j 1: m_{j}: n_{j}}, t_{j 2: m_{j}: n_{j}}, \ldots, t_{j m_{j}: m_{j}: n_{j}}\right)$ which represent two progressive Type-II censored samples from $L E(a, b)$ distribution under constant PALT.
7. From the ordered observations, obtained in Step 6, compute the $\operatorname{MLE}(\hat{a})$ of the parameter $a$ by solving nonlinear $U_{a}=0$ and hence compute the $\operatorname{MLE}(\hat{b})$ and $\operatorname{MLE}(\hat{\rho})$ from $U_{b}=0$ and $U_{\rho}=0$ respectively.
8.Repeat Steps 1-7, $r$ times representing $r$ MLEs of $(a, b, \rho)$ based on $r$ different samples.
9.If $\hat{\Psi}_{k d}$ is a $M L E$ of $\Psi_{k}, k=1,2,3$ (where $\Psi_{1} \equiv a, \Psi_{2} \equiv b, \Psi_{3} \equiv \rho$ ) based on sample $d, d=1, \ldots, r$, then the average of MLE, MSE and $R A B$, of $\hat{\Psi}_{k}$ over the $r$ samples are given, respectively, by

$$
\overline{\hat{\Psi}}_{k}=\frac{1}{r} \sum_{d=1}^{r} \hat{\Psi}_{k d}, \quad \operatorname{MSE}\left(\hat{\Psi}_{k}\right)=\frac{1}{r} \sum_{d=1}^{r}\left(\hat{\Psi}_{k d}-\Psi_{k}\right)^{2}, \quad \operatorname{RAB}\left(\hat{\Psi}_{k}\right)=\sum_{d=1}^{r}\left|\frac{\bar{\Psi}_{k}-\Psi_{k}}{\Psi_{k}}\right|
$$

10.From Step 9, compute $\bar{\Psi}_{k}, \operatorname{MSE}\left(\hat{\Psi}_{k}\right)$ and $\operatorname{RAB}\left(\hat{\Psi}_{k}\right)$.

### 3.1 Approximate confidence intervals

For the general asymptotic theory of $M L E \hat{\theta}$ for $\theta$, the sampling distribution of $((\hat{\theta}-\theta) / \sqrt{\operatorname{var}(\hat{\theta})})$, can be approximated by a standard normal distribution, where $\sqrt{\operatorname{var}\left(\hat{\theta}_{k}\right)}$ is calculated from $I(\hat{\theta})^{-1}$. The asymptotic $100(1-\alpha) \%$ confidence intervalsof $\hat{\theta}_{k}$ are $\left(\overline{\hat{\theta}}_{k} \pm z_{\frac{\alpha}{2}} S E\left(\overline{\hat{\theta}}_{k}\right)\right)$, where $\theta_{1}=a, \theta_{2}=b, \theta_{3}=\rho$ and $z_{\frac{\alpha}{2}}$ is the quantile $\left(1-\frac{\alpha}{2}\right)$ of the standard normal distribution and $S E($.$) is the square root of the diagonal element of I(\hat{\theta})^{-1}$ corresponding to each parameter. A two-sided $100(1-\alpha) \%$ normal approximation $C I$ for the parameter $\theta_{k}$ can be constructed as $\left(\overline{\hat{\theta}}_{k} \pm z_{\frac{\alpha}{2}} \sqrt{\operatorname{var}\left(\overline{\hat{\theta}}_{k}\right)}, k=1,2,3\right)$.

### 3.2 Bootstrap CIs

For comparison purposes, two confidence intervals based on the parametric bootstrap methods are proposed. It was observed by Kundu et al.[12] that the nonparametric bootstrap method does not work well. So, two parametric bootstrap methods are are:

- Studentized-t (Stud-t) bootstrap CI (boot $-t)$ suggested by Hall [24].
- Percentile (Percen) bootstrap CI (boot $-p)$ suggested by Efron ([10]).

Hall [24] showed that the Stud-t CI is better than the Percen bootstrap CI from an asymptotic point of view, although the finite sample properties are not yet known. In order to obtain the Stud-t and Percen CIs bootstrap methods of $(a, b, \rho)$, a simulation study is performed, for $j=1,2$, according to the following steps:
1.Follow the same Steps 1-5 of the algorithm described above to generate two progressive Type-II right censored samples from the $\operatorname{Uniform}(0,1)$ distribution of the form $\left(V_{j 1}^{*}, V_{j 2}^{*}, \ldots, V_{j m_{j}^{*}}^{*}\right)$,
$j=1,2$, as shown in Step 5.
2.Use (a) and Step 7 in the above algorithm to generate two random samples $\left(t_{j 1}^{*}, \ldots, t_{j m_{j}^{*}}^{*}\right)$,
$j=1,2$ from CDFs $F 1(t)$ and $F 2(t)$ given in (1.1) and (2.3), respectively, as follows $t_{j i}^{*}=\left[\left(-\hat{a} \hat{\rho}^{j-1}+\sqrt{\left.\hat{a}^{2} \hat{\rho}^{2(j-1)}-2 b \log \left(1-V_{j i}^{*}\right)\right)} / \hat{\rho}^{j-1} \hat{b}\right]\right.$, where $i=1,2, \ldots, m_{j}^{*}$, where $\hat{a}, \hat{b}$ and $\hat{\rho}$ are as obtained in Step 7 in the above algorithm, and hence obtain the two ordered samples $\left(t_{j 1: m_{j}^{*}: n_{j}^{*}}^{*}, \ldots, t_{j m_{j}^{*}: m_{j}^{*}: n_{j}^{*}}^{*}\right.$, which represent two progressive Type-II right-censored bootstrap samples from $\operatorname{LE}(a, b)$ distributionunder constant PALT. The values of $n_{j}^{*}$ and $m_{j}^{*}$, have been taken to be equal $n_{j}$ and $m_{j}$, respectively.
3.From the ordered observations obtained in (b), we can get the bootstrap estimate $\hat{a}^{*}$ of the parameter $a$, by solving $U_{a}=0$ and hence the bootstrap estimates $\hat{b}^{*}$ and $\hat{\rho}^{*}$ can be obtained from $U_{b}=0$ and $U_{\rho}=0$.
4.Repeat Steps $(a)-(c), r^{*}$ times representing $r^{*}$ bootstrap MLEs of $(a, b, \rho)$.
5.Arrange all the values of $\hat{a}^{*} s, \hat{b}^{*}$ 's and $\hat{\rho}^{* \prime}$ s in an ascending order to obtainthe bootstrap samples $\left(\hat{\psi}_{l}^{*[1]}, \hat{\psi}_{l}^{*[2]}, \ldots, \hat{\psi}_{l}^{*\left[r^{*}\right]}\right), l=1,2,3,\left(\right.$ where $\left.\psi_{1}^{*} \equiv a^{*}, \psi_{2}^{*} \equiv b^{*}, \psi_{3}^{*} \equiv \rho^{*}\right)$.

### 3.2.1 Stud-t bootstrap CIs

The Stud-t bootstrap CIs can be constructed as follows:
1.Find the order statistics $\delta_{l}^{*[1]}, \ldots, \delta_{l}^{*\left[r^{*}\right]}$, where

$$
\delta_{l}^{*[d]}=\frac{\hat{\psi}_{l}^{*[d]}-\hat{\psi}_{l}}{\sqrt{\operatorname{Var}\left(\hat{\psi}_{l}^{*[d]}\right)}}, \quad \quad d=1,2, \ldots, r^{*}
$$

2.Consider all possible $100(1-\alpha) \%$ CIs of the form $\left(\delta_{l}^{*[h]}, \delta_{l}^{*\left[(1-\alpha) r^{*}+h\right]}\right), \quad$ where $h=1, \ldots, \alpha r^{*}, l=1,2,3$ and choose the interval for which the width is minimum, say $\left(\delta_{l L}^{*}, \delta_{l U}^{*}\right)$.
3.A two-sided $100(1-\alpha) \%$ Stud-t bootstrap $C I$ for $\psi_{l}$ is either
$\left(\hat{\psi}_{l}-\delta_{l U}^{*} \sqrt{\operatorname{var}\left(\hat{\psi}_{l}\right)}, \hat{\psi}_{l}-\delta_{l L}^{*} \sqrt{\operatorname{var}\left(\hat{\psi}_{l}\right)}\right)$.
$\left(\hat{\psi}_{l}-\delta^{*\left[(1-\alpha / 2) r^{*}\right]} \sqrt{\operatorname{var}\left(\hat{\psi}_{l}\right)}, \hat{\psi}_{l}-\delta^{*\left[\alpha r^{*} / 2\right]} \sqrt{\operatorname{var}\left(\hat{\psi}_{l}\right)}\right)$.
where $\operatorname{var}\left(\hat{\psi}_{l}\right)$ can be estimated by the asymptotic variance from $N_{3}\left(0, I(\hat{\theta})^{-1}\right)$.

### 3.2.2 Percen bootstrap CIs

The Percen bootstrap CIs can be constructed as follows:
1.Based on the order statistics $\left(\hat{\psi}_{l}^{*[1]}<\hat{\psi}_{l}^{*[2]}<\ldots<\hat{\psi}_{l}^{*\left[r^{*}\right]}\right)$, consider all possible $100(1-\alpha) \%$ of the form $\left(\hat{\psi}_{l}^{*[h]}, \hat{\psi}_{l}^{*\left[(1-\alpha) r^{*}+h\right]}\right), h=1, \ldots, \alpha r^{*}$, and choose the interval with minimum width, say $\left(\hat{\psi}_{l L}^{*}, \hat{\psi}_{l U}^{*}\right)$.
2.A two-sided $100(1-\alpha) \%$ Percen bootstrap $C I$ for $\psi_{l}$ is either $\left(\hat{\psi}_{l L}^{*}, \hat{\psi}_{l U}^{*}\right)$ or $\left(\hat{\Psi}_{l}^{*\left[\alpha r^{*} / 2\right]}, \hat{\Psi}_{l}^{*\left[(1-\alpha / 2) r^{*}\right]}\right)$.

### 3.3 Simulation procedure

A Monte Carlo simulation study is carried out in order to calculate the MLEs, MSEs, RABs and $95 \%$ approximate (Approx) CIs of the model parameters, based on $r=1000$ Monte Carlo simulations. Based on $r^{\star}=1000$ bootstrap replications, lower and upper bounds of $95 \%$ Stud-t and Percen bootstrap CIs are calculated and compared with Approx CIs through their lengths. The lower and upper values of the bootstrap CIs are taken to represent the average lower and upper values over 1000 bootstrap CIs that correspond to 1000 Monte Carlo simulations.

1. Table 1 lists the different censoring schemes, used in the simulation study, for different choices of sample sizes, $n_{1}=n_{2}=n$, and observed failure times $m_{1}=m_{2}=m$ which represent $40 \%, 70 \%$ and $100 \%$ of the sample size. The MLEs, MSEs and RABs for the parameters with $(a, b, \rho)=(0.5,1.5,1.2)$ and $(a, b, \rho)=(0.2,1,2)$ under progressive censoring schemes listed in Table 1 are shown in Table 3. The comparisons of lengths and the coverage percentages $(C P)$ of the $95 \%$ CIs are shown in Table 4.
2. Table 2 lists the censoring schemes used in the simulation study for another example based on different values of $n_{1}, n_{2}, m_{1}$ and $m_{2}$. Based on censoring schemes listed in Table 2 and similarly as in Tables 3 and 4, Tables 5 and 6 show the results of the second example (using the same generating values $(a, b, \rho)=(0.5,1.5,1.2)$ and $(a, b, \rho)=(0.2,1,2)$ ). The number of items to be tested in group 2, should be selected to be greater than those in group 1, since they are subjected to an accelerated condition (as in the data of Table 2).

Now, we shall consider the following two tables, Table 1 and Table 2:

Table 1 : Progressive censoring schemes used in the Monte Carlo simulation study at $n_{1}=n_{2}=n$ and $m_{1}=m_{2}=m$.

| $\ldots$ | Sc | $\left(R_{1}, \ldots, R_{m}\right)$ | Sc | $\left(R_{1}, \ldots, R_{m}\right)$ | Sc | $\left(R_{1}, \ldots, R_{m}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} 20 \\ 8 \end{gathered}$ | [1] | $\begin{gathered} R_{1}=12 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{5}=12 \\ R_{i}=0, i \neq 5 \end{gathered}$ | [3] | $\begin{gathered} R_{8}=12 \\ R_{i}=0, i \neq 8 \end{gathered}$ |
| $\begin{aligned} & 20 \\ & 14 \end{aligned}$ | [1] | $\begin{gathered} R_{1}=6 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{8}=6 \\ R_{i}=0, i \neq 8 \end{gathered}$ | [3] | $\begin{gathered} R_{14}=6 \\ R_{i}=0, i \neq 14 \end{gathered}$ |
| $\begin{aligned} & 40 \\ & 16 \end{aligned}$ | [1] | $\begin{gathered} R_{1}=24 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{9}=24 \\ R_{i}=0, i \neq 9 \end{gathered}$ | [3] | $\begin{gathered} R_{16}=24 \\ R_{i}=0, i \neq 16 \end{gathered}$ |
| $\begin{aligned} & 40 \\ & 28 \end{aligned}$ | [1] | $\begin{gathered} R_{1}=12 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{15}=12 \\ R_{i}=0, i \neq 15 \end{gathered}$ | [3] | $\begin{gathered} R_{28}=12 \\ R_{i}=0, i \neq 28 \end{gathered}$ |
| $\begin{aligned} & 70 \\ & 28 \end{aligned}$ | [1] | $\begin{gathered} R_{1}=42 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{15}=42 \\ R_{i}=0, i \neq 15 \end{gathered}$ | [3] | $\begin{gathered} R_{28}=42 \\ R_{i}=0, i \neq 28 \end{gathered}$ |
| $\begin{aligned} & 70 \\ & 49 \end{aligned}$ | [1] | $\begin{gathered} R_{1}=21 \\ R_{i}=0, i \neq 1 \end{gathered}$ | [2] | $\begin{gathered} R_{25}=21 \\ R_{i}=0, i \neq 25 \end{gathered}$ | [3] | $\begin{gathered} R_{49}=21 \\ R_{i}=0, i \neq 49 \end{gathered}$ |

Table 2 : Progressive censoring schemes used in the Monte Carlo simulation study at $n_{1} \neq n_{2}=n$ and $m_{1} \neq m_{2}=m$.

| $\begin{aligned} & n_{1} \\ & n_{2} \end{aligned}$ | $\begin{aligned} & m_{1} \\ & m_{2} \end{aligned}$ | scheme | $\begin{aligned} & \left(R_{1}, \ldots, R_{m_{1}}\right) \\ & \left(R_{1}, \ldots, R_{m_{2}}\right) \\ & \hline \end{aligned}$ | scheme | $\begin{aligned} & \left(R_{1}, \ldots, R_{m_{1}}\right) \\ & \left(R_{1}, \ldots, R_{m_{2}}\right) \\ & \hline \end{aligned}$ | scheme | $\begin{aligned} & \left(R_{1}, \ldots, R_{m_{1}}\right) \\ & \left(R_{1}, \ldots, R_{m_{2}}\right) \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 10 \\ & 20 \end{aligned}$ | $\begin{aligned} & 4 \\ & 8 \end{aligned}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=6 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=12,1 \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{3}=6 \\ R_{i}=0, i \neq 3 \end{array}\right. \\ & \left\{\begin{array}{l} R_{5}=12 \\ R_{j}=0, j \neq 5 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} R_{4}=6 \\ R_{i}=0, i \neq 4 \end{array}\right. \\ & \left\{\begin{array}{l} R_{8}=12, \\ R_{j}=0, j \neq 8 \end{array}\right. \end{aligned}$ |
|  | $\begin{gathered} 7 \\ 14 \end{gathered}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=3 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=6 \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{4}=3 \\ R_{i}=0, i \neq 4 \end{array}\right. \\ & \left\{\begin{array}{l} R_{8}=6=6 \\ R_{j}=0, j \neq 8 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} R_{7}=3 \\ R_{i}=0, i \neq 7 \end{array}\right. \\ & \left\{\begin{array}{l} R_{14}=6 \\ R_{j}=0, j \neq 14 \end{array}\right. \end{aligned}$ |
| $\begin{aligned} & 30 \\ & 40 \end{aligned}$ | $\begin{aligned} & 12 \\ & 16 \end{aligned}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=18 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=24 \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{7}=18 \\ R_{i}=0, \\ i \neq 7 \end{array}\right. \\ & \left\{\begin{array}{l} R_{9}=24 \\ R_{j}=0, j \neq 9 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} R_{12}=18 \\ R_{i}=0, i \neq 12 \end{array}\right. \\ & \left\{\begin{array}{l} R_{16}=24 \\ R_{j}=0, j \neq 16 \end{array}\right. \end{aligned}$ |
|  | $\begin{aligned} & 21 \\ & 28 \end{aligned}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=9 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=12 \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{11}=9 \\ R_{i}=0, i \neq 11 \end{array}\right. \\ & \left\{\begin{array}{l} R_{15}=12 \\ R_{j}=0, j \neq 15 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} R_{21}=9 \\ R_{i}=0, i \neq 21 \end{array}\right. \\ & \left\{\begin{array}{l} R_{2 g}=12 \\ R_{j}=0, j \neq 28 \end{array}\right. \end{aligned}$ |
| $\begin{aligned} & 60 \\ & 70 \end{aligned}$ | $\begin{aligned} & 24 \\ & 28 \end{aligned}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=36 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=42, \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{13}=36 \\ R_{i}=0, i \neq 13 \end{array}\right. \\ & \left\{\begin{array}{l} R_{15}=42 \\ R_{j}=0, j \neq 15 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} R_{24}=36 \\ R_{i}=0, i \neq 24 \end{array}\right. \\ & \left\{\begin{array}{l} R_{28}=42 \\ R_{j}=0, j \neq 28 \end{array}\right. \end{aligned}$ |
|  | $\begin{aligned} & 42 \\ & 49 \end{aligned}$ | [1] | $\begin{aligned} & \left\{\begin{array}{l} R_{1}=18 \\ R_{i}=0, i \neq 1 \end{array}\right. \\ & \left\{\begin{array}{l} R_{1}=21 \\ R_{j}=0, j \neq 1 \end{array}\right. \end{aligned}$ | [2] | $\begin{aligned} & \left\{\begin{array}{l} R_{22}=18 \\ R_{i}=0, i \neq 22 \end{array}\right. \\ & \left\{\begin{array}{l} R_{25}=21 \\ R_{j}=0, j \neq 25 \end{array}\right. \end{aligned}$ | [3] | $\begin{aligned} & \left\{\begin{array}{l} \left\{\begin{array}{l} R_{42}=18 \\ R_{i}=0, i \neq 42 \end{array}\right. \\ \left\{\begin{array}{l} R_{49}=21 \\ R_{j}=0, j \neq 49 \end{array}\right. \end{array}\right. \end{aligned}$ |

## 4 Concluding Remarks

The subject of progressive censoring has received considerable attention in the past few years, due in part to the availability of high speed computing resources, which mak it both a feasible topic for simulation studies for researchers and a feasible method of gathering lifetime data for practitioners. It has been illustrated by Viveros and Balakrishnan [26] that the inference is feasible, and practical when the sample data are gathered according to a Type-II progressively censored experimental scheme. In this paper a constant stress PALT model when the observed failure times come form $L E(a, b)$ distribution under progressively Type-II censored data have been considered. The MLEs of the considered parameters are obtained and the performance of this estimates are studied through their MSEs and RABs. Also, We have constructed approximate and bootstrap $C I s$ for the parameters. A simulation study, based on two different examples (according to
choices of nj and $m_{j}, j=1,2$ ), has been made to examine the performance of the MLEs and compare three different methods for the CIs. Three cases of censoring schemes are applied at fixed samples and failure time sizes. The first and the third assume that censoring occurs only at the first and the last observed failure, while the second scheme assumes censoring occurs only at the middle observed failure. It can be notice, from the simulation study, that:
1.The $M S E$ and $R A B$ of the $M L E s$ are computed over different combinations of the censored schemes.
2.For fixed values of the sample size, by increasing the failure times the MSEs and RABs of the considered parameters decrease.
3.For fixed values of the sample and failure time sizes, the schemes in which the censorin occurs after the first observed failure gives more accurate results through the $M S E$ and $R A B s$ than the other two schemes, and this coincides with Theorem [2.2] by Burkschat et al. [18].
4.The bootstrap CIs give more accurate results than the approximate CIs since the lengths of the former are less than the lengths of latter, for different sample sizes, observed failures and schemes.
5.For small sample sizes, the Stud-t bootstrap CIs are better than the Percen bootstrap CIs in the sense of having smaller widths. However, the differences between the lengths of CIs using both methods decrease when sample sizes increase.

Table 3 : MLEs, MSEs and (RABs) for the parameters with $(a, b, \rho)=(0.5,1.5,1.2)$ and $(a, b, \rho)=(0.2,1,2)$.

| $(n, m)$ | SC | $(0.5,1.5,1.2)$ |  |  | (0.2, 1, 2) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $a$ | $b$ | $\rho$ | $a$ | $b$ | $\rho$ |
| $(20,8)$ | [1] | 0.491 | 1.113 | 1.474 | 0.2108 | 0.986 | 2.248 |
|  |  | 0.309 (0.016) | 0.913 (0.392) | 0.921 (0.228) | 0.128 (0.038) | 0.477 (0.338) | 1.114 (0.124) |
|  | [2] | 0.474 | 1.227 | 1.466 | 0.197 | 1.145 | 2.456 |
|  |  | 0.288 (0.050) | 1.051 (0.534) | 0.878 (0.221) | 0.168 (0.097) | 1.051 (0.765) | 0.878 (0.314) |
|  | [3] | 0.389 | 1.522 | 1.595 | 0.188 | 0.897 | 2.644 |
|  |  | 0.266 (0.220) | 1.470 (0.803) | 1.182 (0.329) | 0.234 (0.178) | 1.470 (0.971) | 1.182 (0.543) |
| $(20,14)$ | [1] | 0.465 | 0.973 | 1.348 | 0.205 | 1.098 | 2.085 |
|  |  | 0.260 (0.068) | 0.513 (0.216) | 0.573 (0.124) | 0.165 (0.025) | 0.357 (0.0981) | 0.786 (0.042) |
|  | [2] | 0.472 | 1.013 | 1.326 | 0.212 | 1.007 | 2.100 |
|  |  | 0.244 (0.054) | 0.563 (0.266) | 0.549 (0.105) | 0.228 (0.041) | 0.386 (0.007) | 0.590 (0.050) |
|  | [3] | 0.456 | 1.061 | 1.349 | 0.214 | 1.131 | 2.145 |
|  |  | 0.246 (0.087) | 0.693 (0.327) | 0.635 (0.124) | 0.191 (0.074) | 0.412 (0.131) | 0.819 (0.072) |
| $(20,20)$ |  | 0.467 | 0.959 | 1.288 | 0.311 | 0.826 | 2.123 |
|  |  | 0.225 (0.065) | 0.438 (0.199) | 0.449 (0.074) | 0.388 (0.156) | 0.287 (0.1732) | 0.441 (0.061) |
| $(40,16)$ | [1] | 0.491 | 0.9643 | 1.3087 | 0.192 | 1.019 | 2.369 |
|  |  | 0.253 (0.016) | 0.495 (0.205) | 0.523 (0.090) | 0.135 (0.037) | 0.269 (0.019) | 0.862 (0.204) |
|  | [2] | 0.482 | 1.851 | 1.333 | 0.1994 | 1.227 | 2.501 |
|  |  | 0.248 (0.034) | 1.072 (0.234) | 0.555 (0.111) | 0.027 (0.003) | 0.984 (0.227) | 0.917 (0.311) |
|  | [3] | 0.427 | 1.220 | 1.360 | 0.126 | 1.236 | 2.5429 |
|  |  | 0.221 (0.145) | 0.862 (0.525) | 0.607 (0.133) | 0.106 (0.365) | 0.578 (0.236) | 0.931 (0.371) |
| $(40,28)$ | [1] | 0.484 | 1.641 | 1.236 | 0.178 | 1.140 | 2.2498 |
|  |  | 0.221 (0.031) | 0.551 (0.094) | 0.332 (0.030) | 0.230 (0.079) | 0.374 (0.080) | 0.882 (0.124) |
|  | [2] | 0.476 | 1.639 | 1.277 | 0.1823 | 0.866 | 2.511 |
|  |  | 0.201 (0.046) | 0.546 (0.092) | 0.352 (0.064) | 0.0413 (0.088) | 0.235 (0.134) | 0.913 (0.351) |
|  | [3] | 0.481 | 1.654 | 1.252 | 0.219 | 1.157 | 1.883 |
|  |  | 0.219 (0.038) | 0.636 (0.102) | 0.35819 (0.044) | 0.126 (0.095) | 0.396 (0.157) | 0.542 (0.158) |
| $(40,40)$ |  | 0.473 | 1.634 | 1.248 | 0.237 | 1.171 | 1.796 |
|  |  | 0.180 (0.024) | 0.413 (0.052) | 0.296 (0.038) | 0.037 (0.186) | 0.164 (0.081) | 0.403 (0.131) |
| $(70,28)$ | [1] | 0.493 | 1.642 | 1.248 | 0.179 | 1.009 | 2.591 |
|  |  | 0.215 (0.013) | 0.526 (0.094) | 0.349 (0.040) | 0.202 (0.0894) | 0.238 (0.009) | 0.639, (0.295) |
|  | [2] | 0.489 | 1.687 | 1.250 | 0.207 | 0.861 | 2.143 |
|  |  | 0.182 (0.022) | 0.641 (0.125) | 0.353 (0.042) | 0.184 (0.073) | 0.303 (0.138) | 0.528 (0.071) |
|  | [3] | 0.473 | 1.746 | 1.261 | 0.198 | 0.974 | 2.736 |
|  |  | 0.201 (0.054) | 0.825 (0.164) | 0.362 (0.051) | $(0.106)(0.007)$ | 0.252 (0.025) | 0.895 (0.3681) |
| $(70,49)$ | [1] | 0.485 | 1.584 | 1.228 | 0.198 | 1.079 | 1.970 |
|  |  | 0.172 (0.029) | 0.393 (0.057) | 0.257 (0.023) | 0.121 (0.005) | 0.205 (0.079) | 0.133 (0.014) |
|  | [2] | 0.477 | 1.596 | 1.246 | 0.182 | 1.081 | 1.908 |
|  |  | 0.157 (0.044) | 0.416 (0.064) | 0.276 (0.038) | 0.161 (0.087) | 0.222 (0.081) | 0.147 (0.045) |
|  | [3] | 0.486 | 1.578 | 1.245 | 0.189 | 1.085 | 1.899 |
|  |  | 0.169 (0.028) | 0.451 (0.052) | 0.262 (0.037) | 0.170 (0.065) | 0.204 (0.085) | 0.469 (0.050) |
| $(70,70)$ |  | 0.488 | 1.589 | 1.204 | 0.205 | 1.034 | 2.160 |
|  |  | 0.150 (0.022) | 0.332 (0.059) | 0.184 (0.004) | 0.059 (0.028) | 0.115 (0.034) | 0.309 (0.080) |

Table 4 : Comparisons of lengths and $(C P)$ of $95 \%$ CIs for the parameters with

$$
(a, b, \rho)=(0.5,1.5,1.2) \text { and }(a, b, \rho)=(0.2,1,2)
$$

|  |  | $(0.5,1.5,1.2)$ |  |  | (0.2, 1, 2) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MLE | boot - t | boot $-p$ | MLE | boot -t | boot $-p$ |
|  |  | $a$ | $a$ | $a$ | $a$ | $a$ | $a$ |
|  |  | $b$ | $b$ | $b$ | $b$ | $b$ | $b$ |
| $(n, m)$ | SC | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ |
| $(20,8)$ | [1] | 1.326 (0.943) | 1.357 (0.964) | 1.220 (0.967) | 0.842 (0.933) | 0.690 (0.926) | 0.815 (0.937) |
|  |  | 2.678 (0.947) | 2.324(0.986) | 3.403 (0.948) | 2.061 (0.943) | 1.927 (0.953) | 2.245 (0.977) |
|  |  | 2.989 (0.957) | 3.007 (0.927) | 3.735 (0.938) | 4.171 (0.944) | 4.046 (0.926) | 4.276 (0.965) |
|  | [2] | 1.184 (0.954) | 1.206 (0.960) | 1.123 (0.965) | 0.858 (0.958) | 0.610 (0.943) | 0.816 (0.964) |
|  |  | 3.277 (0.957) | 2.870 (0.979) | 4.202 (0.934) | 2.708 (0.964) | 3.101 (0.976) | 4.190 (0.924) |
|  |  | 2.984 (0.894) | 2.975 (0.906) | 3.822 (0.919) | 4.163 (0.925) | 3.764 (0.927) | 4.417 (0.918) |
|  | [3] | 1.226 (0.938) | 1.121 (0.949) | 0.919 (0.938) | 0.789 (0.957) | 0.510 (0.984) | 0.671 (0.976) |
|  |  | 4.755 (0.938) | 3.441 (0.956) | 4.888 (0.977) | 3.466 (0.975) | 2.826 (0.984) | 3.870 (0.946) |
|  |  | 3.351 (0.929) | 3.228 (0.918) | 4.045 (0.926) | 4.366 (0.925) | 3.946 (0.914) | 4.476 (0.903) |
| $(20,14)$ | [1] | 1.055 (0.936) | 1.070 (0.935) | 0.964 (0.964) | 0.694 (0.926) | 0.545 (0.908) | 0.641 (0.938) |
|  |  | 1.818 (0.964) | 1.663 (0.944) | 2.121 (0.955) | 1.551 (0.976) | 1.282 (0.977) | 1.710 (0.967) |
|  |  | 2.043 (0.894) | 2.056 (0.904) | 2.412 (0.934) | 3.179 (0.904) | 3.149 (0.946) | 3.345 (0.926) |
|  | [2] | 1.002 (0.939) | 1.025 (0.963) | 0.939 (0.952) | 0.774 (0.942) | 0.550 (0.981) | 0.710 (0.976) |
|  |  | 2.004 (0.929) | 1.840 (0.927) | 2.389 (0.943) | 1.673 (0.905) | 1.577 (0.926) | 1.794 (0.966) |
|  |  | 2.004 (0.952) | 2.026 (0.938) | 2.419 (0.957) | 3.254 (0.958) | 3.202 (0.946) | 3.453 (0.986) |
|  | [3] | 1.063 (0.924) | 1.050 (0.959) | 0.903 (0.933) | 0.754 (0.944) | 0.575 (0.988) | 0.683 (0.967) |
|  |  | 2.398 (0.915) | 2.008 (0.929) | 2.669 (0.949) | 1.628 (0.954) | 1.532 (0.964) | 1.779 (0.986) |
|  |  | 2.061 (0.939) | 2.070 (0.954) | 2.512 (0.904) | 3.268 (0.938) | 3.215 (0.965) | 3.652 (0.978) |
| $(20,20)$ |  | 0.931 (0.927) | 0.943 (0.943) | 0.864 (0.966) | 0.701 (0.934) | 0.561 (0.945) | 0.700 (0.976) |
|  |  | 1.534 (0.924) | 1.437 (0.909) | 1.704 (0.937) | 1.152 (0.925) | 1.324 (0.957) | 1.642 (0.969) |
|  |  | 1.628 (0.939) | 1.648 (0.979) | 1.838 (0.954) | 2.707 (0.970) | 2.112 (0.975) | 3.108 (0.948) |
| $(40,16)$ | [1] | 0.972 (0.943) | 1.044 (0.967) | 0.917 (0.976) | 0.586 (0.947) | 0.401 (0.977) | 0.570 (0.954) |
|  |  | 1.706 (0.961) | 1.595 (0.958) | 2.002 (0.946) | 1.319 (0.968) | 1.240 (0.971) | 1.440 (0.957) |
|  |  | 1.849 (0.942) | 1.873 (0.975) | 2.145 (0.944) | 3.566 (0.948) | 3.710 (0.959) | 3.877 (0.974) |
|  | [2] | 1.326 (0.911) | 1.357 (0.907) | 1.220 (0.909) | 0.498 (0.917) | 0.380 (0.919) | 0.503 (0.923) |
|  |  | 2.678 (0.952) | 2.324 (0.939) | 3.403 (0.956) | 1.633 (0.946) | 1.562 (0.936) | 1.788 (0.949) |
|  |  | 2.985 (0.908) | 3.007 (0.919) | 3.735 (0.929) | 3.203 (0.904) | 3.063 (0.897) | 4.037 (0.926) |
|  | [3] | 0.898 (0.963) | 0.917 (0.974) | 0.753 (0.961) | 0.572 (0.946) | 0.340 (0.963) | 0.475 (0.953) |
|  |  | 3.108 (0.920) | 2.519 (0.938) | 3.344 (0.944) | 2.116 (0.934) | 1.880 (0.927) | 2.645 (0.924) |
|  |  | 1.954 (0.963) | 1.976 (0.991) | 2.421 (0.984) | 3.069 (0.969) | 2.742 (0.978) | 3.701 (0.988) |
| $(40,28)$ | [1] | 0.888 (0.944) | 0.903 (0.946) | 0.841 (0.953) | 0.451 (0.958) | 0.275 (0.962) | 0.415 (0.947) |
|  |  | 2.010 (0.971) | 1.942 (0.976) | 2.165 (0.945) | 1.708 (0.972) | 1.903 (0.965) | 2.216 (0.975) |
|  |  | 1.307 (0.918) | 1.342 (0.924) | 1.418 (0.921) | 2.745 (0.919) | 2.685 (0.904) | 2.805 (0.895) |
|  | [2] | 0.810 (0.939) | 0.831 (0.962) | 0.780 (0.953) | 0.424 (0.953) | 0.345 (0.946) | 0.422 (0.938) |
|  |  | 2.093 (0.974) | 2.031 (0.983) | 2.292 (0.990) | 0.910 (0.979) | 1.271 (0.976) | 1.361 (0.986) |
|  |  | 1.352 (0.929) | 1.388 (0.972) | 1.480 (0.982) | 2.771 (0.953) | 2.863 (0.964) | 2.930 (0.942) |
|  | [3] | 0.868 (0.944) | 0.878 (0.977) | 0.807 (0.935) | 0.537 (0.962) | 0.423 (0.942) | 0.523 (0.982) |
|  |  | 2.418 (0.949) | 2.251 (0.955) | 2.593 (0.937) | 1.321 (0.939) | 1.218 (0.947) | 1.499 (0.938) |
|  |  | 1.330 (0.934) | 1.362 (0.946) | 1.463 (0.951) | 1.804 (0.959) | 1.768 (0.922) | 1.961 (0.948) |

Table4: (continued)

|  | $(0.5,1.5,1.2)$ |  |  |  | (0.2, 1, 2) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MLE | boot-t | boot -p | MLE | boot - t | boot $-p$ |
|  |  | $a$ | $a$ | $a$ | $a$ | $a$ | $a$ |
|  |  | $b$ | $b$ | $b$ | $b$ | $b$ | $b$ |
| $(n, m)$ | SC | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ |
| $(40,40)$ |  | 0.767 (0.923) | 0.786 (0.951) | 0.742 (0.956) | 0.577 (0.946) | 0.463 (0.928) | 0.587 (0.922) |
|  |  | 1.654 (0.921) | 1.616 (0.932) | 1.759 ( 0.938) | 1.112 (0.949) | 1.107 (0.939) | 1.301 (0.945) |
|  |  | 1.101 (0.947) | $1.136(0.935)$ | 1.173 (0.934) | 1.508 (0.929) | 1.311 (0.941) | 1.615 (0.934) |
| $(70,28)$ | [1] | 0.855 (0.902) | 0.898 (0.896) | 0.822 (0.919) | 0.389 (0.920) | 0.310 (0.889) | 0.422 (0.910) |
|  |  | 1.990 (0.950) | 1.938 (0.982) | 2.169 (0.971) | 0.952 (0.960) | 0.927 (0.966) | 0.977 (0.977) |
|  |  | 1.320 (0.965) | 1.354 (0.963) | 1.429 (0.947) | 2.729 (0.958) | 2.777 (0.962) | 2.823 (0.968) |
|  | [2] | 0.694 (0.977) | 0.732 (0.958) | 0.697 (0.986) | 0.407 (0.971) | 0.381 (0.963) | 0.433 (0.973) |
|  |  | 2.240 (0.936) | 2.207 (0.947) | 2.528 (0.919) | 0.966 (0.917) | 0.954 (0.903) | 0.989 (0.933) |
|  |  | 1.324 (0.957) | 1.365 (0.957) | 1.454 (0.963) | 2.352 (0.956) | 2.171 (0.954) | 2.622 (0.966) |
|  | [3] | 0.787 (0.966) | 0.808 (0.936) | 0.713 (0.938) | 0.436 (0.949) | 0.345 (0.943) | 0.417 (0.955) |
|  |  | 3.178 (0.933) | 2.838 (0.937) | 3.344 (0.943) | 1.325 (0.941) | 1.198 (0.949) | 1.411 (0.951) |
|  |  | 1.344 (0.905) | 1.384 (0.918) | 1.520 (0.918) | 3.141(0.901) | 3.049 (0.885) | 3.499 (0.892) |
| $(70,49)$ | [1] | 0.677 (0.955) | 0.703 (0.959) | 0.662 (0.948) | 0.404 (0.960) | 0.358 (0.963) | 0.415 (0.947) |
|  |  | 1.482 (0.946) | 1.463 (0.956) | 1.564 (0.949) | 0.825 (0.955) | 0.744 (0.977) | 0.861 (0.966) |
|  |  | 0.979 (0.929) | 1.009 (0.937) | 1.031 (0.958) | 1.599 (0.955) | 1.334 (0.968) | 1.601 (0.959) |
|  | [2] | 0.612 (0.977) | 0.639 (0.972) | 0.607 (0.983) | 0.358 (0.974) | 0.324 (0.973) | 0.368 (0.985) |
|  |  | 1.552 (0.936) | 1.540 (0.939) | 1.649 (0.929) | 0.855 (0.940) | 0.774 (0.945) | 0.815 (0.923) |
|  |  | 0.993 (0.949) | 1.025 (0.967) | 1.053 (0.959) | 1.541 (0.968) | 1.442 (0.972) | 1.601 (0.980) |
|  | [3] | 0.658 (0.934) | 0.685 (0.946) | 0.643 (0.949) | 0.424 (0.966) | 0.415 (0.957) | 0.471 (0.939) |
|  |  | 1.782 (0.921) | 1.737 (0.916) | 1.890 (0.910) | 0.999 (0.928) | 0.961(0.922) | 1.033 (0.920) |
|  |  | 0.995 (0.922) | 1.026 (0.934) | 1.061 (0.902) | 1.562 (0.918) | 1.449 (0.923) | 1.520 (0.919) |
| $(70,70)$ |  | 0.583 (0.946) | 0.605 (0.959) | 0.579 (0.947) | 0.331(0.953) | 0.329 (0.937) | 0.341 (0.944) |
|  |  | 1.239 (0.934) | 1.233 (0.938) | 1.293 (0.945) | 0.657 (0.947) | 0.651 (0.951) | 0.746 (0.948) |
|  |  | 0.813 (0.924) | 0.837 (0.912) | 0.849 (0.922) | 1.474 (0.919) | 1.385 (0.896) | 1.563 (0.922) |

Table 5 : MLEs, MSEs and (RABs) for the parameters with $(a, b, \rho)=(0.5,1.5,1.2)$ and $(a, b, \rho)=(0.2,1,2)$.

| $\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ | $\left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)$ | SC | (0.5, 1.5, 1.2) |  |  | $(0.2,1,2)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $a$ | $b$ | $\rho$ | $a$ | $b$ | $\rho$ |
| $(10,20)$ | $(4,8)$ | [1] | 0.517 | 1.349 | 1.492 | 0.180 | 1.168 | 2.417 |
|  |  |  | 0.430 (0.035) | 1.486 (0.687) | 1.071 (0.243) | 0.117 (0.097) | 0.645 (0.168) | 1.275 (0.208) |
|  |  | [2] | 0.498 | 1.437 | 1.599 | 0.211 | 1.038 | 2.808 |
|  |  |  | 0.416 (0.002) | 1.482 (0.796) | 1.223 (0.333) | 0.629 (0.137) | 0.725 (0.038) | 1.818 (0.404) |
|  |  | [3] | 0.436 | 1.811 | 1.811 | 0.202 | 1.057 | 2.213 |
|  |  |  | 0.352 (0.126) | 1.966 (1.264) | 1.966 (1.264) | 0.759 (0.091) | 0.553 (0.057) | 0.757 (0.1067) |
|  | $(7,14)$ | [1] | 0.493 | 1.106 | 1.348 | 0.214 | 1.236 | 2.192 |
|  |  |  | 0.333 (0.013) | 0.861 (0.382) | 0.685 (0.124) | 0.576 (0.124) | 0.510 (0.236) | 0.968 (0.096) |
|  |  | [2] | 0.491 | 1.909 | 1.390 | 0.191 | 1.049 | 2.352 |
|  |  |  | 0.344 (0.017) | 1.294 (0.273) | 0.724 (0.158) | 0.130 (0.040) | 0.483 (0.049) | 1.079 (0.176) |
|  |  | [3] | 0.453 | 1.210 | 1.383 | 0.220 | 0.999 | 1.934 |
|  |  |  | 0.299 (0.093) | 1.002 (0.512) | 0.742 (0.153) | 0.641 (0.170) | 0.392 (0.001) | 0.515 (0.032) |
|  | $(10,20)$ |  | 0.487 | 0.998 | 1.292 | 0.221 | 1.311 | 1.942 |
|  |  |  | 0.290 (0.026) | 0.584 (0.248) | 0.523 (0.077) | 0.578 (0.201) | 0.754 (0.311) | 1.018 (0.028) |
| $(30,40)$ | $(12,16)$ | [1] | 0.503 | 1.776 | 1.301 | 0.187 | 1.057 | 2.565 |
|  |  |  | 0.293 (0.007) | 0.905 (0.184) | 0.558 (0.083) | 0.232 (0.062) | 0.496 (0.057) | $1.067 \text { (0.282) }$ |
|  |  | [2] | 0.482 | 1.851 | 1.333 | 0.204 | 0.936 | 2.297 |
|  |  |  | 0.248 (0.034) | 1.072 (0.234) | 0.555 (0.112) | 0.782 (0.032) | 0.442 (0.063) | 0.817 (0.148) |
|  |  | [3] | 0.458 | 2.081 | 1.326 | 0.179 | 1.0879, | 2.270 |
|  |  |  | 0.276 (0.083) | 1.401 (0.387) | 0.599 (0.105) | 0.307 (0.090) | 0.261 (0.087) | 0.638 (0.135) |
|  | $(21,28)$ | [1] | 0.490 | 1.658 | 1.254 | 0.205 | 1.056 | 1.747 |
|  |  |  | 0.235 (0.019) | 0.590 (0.105) | 0.371 (0.045) | 0.696 (0.042) | 0.252 (0.056) | 0.494 (0.1263) |
|  |  | [2] | 0.483 | 1.681 | 1.263 | 0.188 | 1.026 | 2.313 |
|  |  |  | 0.224 (0.033) | 0.671 (0.121) | 0.383 (0.052) | $0.136(0.055)$ | 0.401 (0.026) | 0.721 (0.156) |
|  |  | [3] | 0.477 | 1.689 | 1.291 | 0.188 | 0.911 | 2.432 |
|  |  |  | 0.255 (0.044) | 0.702 (0.126) | 0.425 (0.076) | 0.112 (0.062) | 0.283 (0.0882) | 0.814 (0.215) |
|  | $(30,40)$ |  | 0.487 | 1.620 | 1.239 | 0.188 | 1.073 | 2.063 |
|  |  |  | 0.213 (0.025) | 0.503 (0.080) | 0.309 (0.032) | 0.141 (0.059) | 0.238 (0.0733) | 0.518 (0.032) |
| $(60,70)$ | $(24,28)$ | [1] | 0.498 | 1.613 | 1.266 | 0.219 | 0.926 | 2.131 |
|  |  |  | 0.219 (0.003) | 0.558 (0.075) | 0.390 (0.055) | 0.132 (0.097) | 0.195 (0.073) | 0.343 (0.065) |
|  |  | [2] | 0.477 | 1.692 | 1.296 | 0.184 | 1.1578 | 1.991 |
|  |  |  | 0.177 (0.046) | 0.638 (0.128) | 0.403 (0.081) | 0.086 (0.062) | 0.346 (0.157) | 0.872 (0.005) |
|  |  | [3] | 0.454 | 1.808 | 1.273 | 0.211 | 1.106 | 2.060 |
|  |  |  | 0.201 (0.091) | 0.868 (0.205) | 0.411 (0.061) | 0.211 (0.085) | 0.432 (0.106) | 0.566 (0.030) |
|  | $(42,49)$ | [1] | 0.490 | 1.580 | 1.224 | 0.216 | 1.051 | 1.827 |
|  |  |  | 0.178 (0.018) | 0.418 (0.053) | 0.255 (0.021) | 0.184 (0.082) | 0.187 (0.051) | 0.273 (0.086) |
|  |  | [2] | 0.494 | 1.589 | 1.222 | 0.193 | 1.135 | 2.008 |
|  |  |  | 0.162 (0.012) | 0.429 (0.059) | 0.279 (0.018) | 0.069 (0.033) | 0.222 (0.135) | 0.338 (0.004) |
|  |  | [3] | 0.484 | 1.617 | 1.233 | 0.203 | 0.984 | 2.095 |
|  |  |  | 0.168 (0.031) | 0.498 (0.078) | 0.278 (0.028) | 0.084 (0.018) | 0.263 (0.015) | 0.504 (0.047) |
|  | $(60,70)$ |  | 0.488 | 1.551 | 1.233 | 0.194 | 1.019 | 2.340 |
|  |  |  | 0.156 (0.023) | 0.331 (0.033) | 0.238 (0.028) | 0.197 (0.038) | 0.109 (0.019) | 0.746 (0.170) |

Table 6 : Comparisons of lengths and $(C P)$ of $95 \%$ CIs for the parameters with

$$
(a, b, \rho)=(0.5,1.5,1.2) \text { and }(a, b, \rho)=(0.2,1,2)
$$

|  |  |  | (0.5, 1.5, 1.2) |  |  | (0.2, 1, 2) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | MLE | boot -t | boot -p | MLE | boot -t | boot -p |
|  |  |  | $a$ | $a$ | $a$ | $a$ | $a$ | $a$ |
|  |  |  | $b$ | $b$ | $b$ | $b$ | $b$ | $b$ |
| $\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ | $\left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)$ | SC | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ | $\rho$ |
| $(10,20)$ | $(4,8)$ | [1] | 1.674 (0.9573) | 1.713 (0.947) | 1.744 (0.963) | 1.426 (0.987) | 1.296 (0.973) | 1.515 (0.974) |
|  |  |  | 4.227 (0.933) | 3.563 (0.941) | 5.075 (0.929) | 4.650 (0.968) | 4.218 (0.971) | 5.106 (0.990) |
|  |  |  | 3.707 (0.932) | 4.332 (0.930) | 4.224 (0.922) | 4.279 (0.932) | 4.449 (0.941) | 4.601 (0.922) |
|  |  | [2] | 2.175 (0.973) | 2.571 (0.952) | 1.601 (0.968) | 0.970 (0.921) | 0.860 (0.919) | 1.045 (0.923) |
|  |  |  | 5.667 (0.947) | 4.385 (0.964) | 5.705 (0.944) | 2.975 (0.961) | 2.522 (0.944) | 3.958 (0.943) |
|  |  |  | 4.235 (0.966) | 4.820 (0.975) | 4.553 (0.964) | 7.012 (0.954) | 6.900 (0.961) | 7.123 (0.972) |
|  |  | [3] | 1.603 (0.927) | 1.549 (0.919) | 1.334 (0.923) | 0.807 (0.941) | 0.795 (0.939) | 0.958 (0.926) |
|  |  |  | 7.143 (0.929) | 4.873 (0.948) | 6.311 (0.934) | 3.550 (0.921) | 3.177 (0.941) | 4.234 (0.972) |
|  |  |  | 3.974 (0.984) | 4.219 (0.979) | 4.541 (0.988) | 5.411 (0.919) | 5.655 (0.902) | 5.996 (0.892) |
|  | $(7,14)$ | [1] | 1.336 (0.959) | 1.370 (0.966) | 1.282 (0.944) | 0.815 (0.962) | 0.699 (0.952) | 0.838 (0.944) |
|  |  |  | 2.634 (0.963) | 2.334 (0.954) | 3.349 (0.976) | 2.339 (0.975) | 2.124 (0.972) | 2.661 (0.961) |
|  |  |  | 2.497 (0.982) | 2.704 (0.978) | 2.925 (0.979) | 4.061 (0.916) | 4.175 (0.931) | 4.213 (0.922) |
|  |  | [2] | 1.440 (0.917) | 1.393 (0.933) | 1.355 (0.921) | 0.736 (0.971) | 0.630 (0.977) | 0.705 (0.983) |
|  |  |  | 4.326 (0.945) | 3.862 (0.971) | 4.870 (0.956) | 1.983 (0.929) | 1.810 (0.891) | 2.295 (0.895) |
|  |  |  | 2.581 (0.973) | 2.723 (0.983) | 2.966 (0.989) | 4.467 (0.931) | 4.638 (0.920) | 4.701 (0.914) |
|  |  | [3] | 1.301 (0.924) | 1.302 (0.928) | 1.146 (0.962) | 0.993 (0.942) | 0.890 (0.951) | 0.931 (0.929) |
|  |  |  | 3.245 (0.925) | 2.629 (0.958) | 3.913 (0.942) | 2.020 (0.942) | 1.895 (0.964) | 2.404 (0.976) |
|  |  |  | 2.587 (0.912) | 2.779 (0.902) | 3.077 (0.893) | 3.599 (0.963) | 3.732 (0.951) | 3.949 (0.944) |
|  | $(10,20)$ |  | 1.150 (0.948) | 1.182 (0.962) | 1.093 (0.953) | 0.868 (0.961) | 0.735 (0.972) | 0.775 (0.966) |
|  |  |  | 2.019 (0.978) | 1.838 (0.986) | 2.479 (0.984) | 2.082 (0.926) | 1.938 (0.949) | 2.297 (0.959) |
|  |  |  | 1.993 (0.963) | 2.101 (0.949) | 2.252 (0.943) | 3.083 (0.904) | 2.938 (0.931) | 3.152 (0.922) |
| $(30,40)$ | $(12,16)$ | [1] | 1.195 (0.932) | 1.222 (0.918) | 1.133 (0.928) | 0.556 (0.978) | 0.458 (0.981) | 0.553 (0.983) |
|  |  |  | 3.111 (0.958) | 2.904 (0.963) | 3.640 (0.956) | 1.476 (0.943) | 1.417 (0.934) | 1.384 (0.926) |
|  |  |  | 1.975 (0.971) | 2.022 (0.983) | 2.238 (0.981) | 3.964 (0.881) | 3.820 (0.892) | 4.253 (0.911) |
|  |  | [2] | 1.011 (0.968) | 1.052 (0.961) | 0.989 (0.953) | 0.574 (0.945) | 0.543 (0.958) | 0.624 (0.952) |
|  |  |  | 3.526 (0.926) | 3.302 (0.942) | 4.172 (0.911) | 1.586 (0.967) | 1.521 (0.982) | 1.783 (0.973) |
|  |  |  | 2.033 (0.954) | 2.068 (0.972) | 2.385 (0.977) | 3.548 (0.908) | 3.499 (0.921) | 4.006 (0.930) |
|  |  | [3] | 1.133 (0.918) | 1.114 (0.929) | 0.936 (0.961) | 0.567 (0.961) | 0.483 (0.972) | 0.464 (0.944) |
|  |  |  | 5.122 (0.946) | 4.027 (0.957) | 5.163 (0.942) | 1.917 (0.982) | 1.872 (0.944) | 2.171 (0.962) |
|  |  |  | 2.046 (0.961) | 2.056 (0.972) | 2.445 (0.934) | 3.613 (0.928) | 3.448 (0.905) | 3.847 (0.913) |
|  | $(21,28)$ | [1] | 0.121 (0.958) | 0.980 (0.944) | 0.915 (0.923) | 0.664 (0.964) | 0.611 (0.943) | 0.652 (0.952) |
|  |  |  | 0.026 (0.961) | 2.155 (0.971) | 2.494 (0.988) | 1.327 (0.991) | 1.224 (0.987) | 1.402 (0.984) |
|  |  |  | 1.776 (0.942) | 1.470 (0.959) | 1.550 (0.952) | 2.087 (0.946) | 2.022 (0.971) | 2.151 (0.962) |
|  |  | [2] | 0.894 (0.918) | 0.918 (0.929) | 0.858 (0.922) | 0.486 (0.942) | 0.368 (0.959) | 0.463 (0.957) |
|  |  |  | 2.369 (0.940) | 2.281 (0.951) | 2.648 (0.927) | 1.174 (0.938) | 1.031 (0.928) | 1.282 (0.922) |
|  |  |  | 1.446 (0.987) | 1.483 (0.991) | 1.580 (0.989) | 2.722 (0.941) | 2.714 (0.970) | 2.891 (0.885) |
|  |  | [3] | 1.018 (0.918) | 1.063 (0.892) | 0.955 (0.902) | 0.491 (0.962) | 0.458 (0.977) | 0.459 (0.928) |
|  |  |  | 2.342 (0.961) | 2.201 (0.949) | 2.562 (0.938) | 1.135 (0.963) | 1.083 (0.972) | 1.262 (0.939) |
|  |  |  | 1.540 (0.920) | 1.562 (0.938) | 1.695 (0.927) | 2.906 (0.981) | 3.784 (0.992) | 3.072 (0.966) |

Table 6 : (continued)
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