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#### Abstract

In this paper we present a generalization of Szász operators using the Dunkl generalization of the exponential function. We investigate approximating properties for these operators using the Korovkin approximation theorem and the weighted Korovkin-type theorem. We obtain quantitative estimates by using the modulus of continuity and the rate of convergence for functions belonging to the Lipschitz class. Furthermore, we obtain the rate of convergence in terms of the classical, the second order, and the weighted modulus of continuity.
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## 1 Introduction

The approximation theory concerns with working out a function by functions which are easy to compute like algebraic polynomials. Weierstrass obtained the first potential result for the real valued continuous functions defined on the compact intervals $[a, b]$. This theorem has played a significant role in the development of functional analysis, theory of functions and several other branches of Mathematics. Several researchers have proved the celebrated Weierstrass' theorem using singular integrals. The most elegant proof of this theorem was given by S . N. Bernstein in 1912. Using probabilistic approach, Bernstein [6] constructed the following sequence of operators $B_{n}: C[0,1] \rightarrow C[0,1]$

$$
\begin{equation*}
B_{n}(f ; x)=\sum_{k=0}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} f\left(\frac{k}{n}\right), \quad x \in[0,1] \tag{1}
\end{equation*}
$$

for $n \in \mathbb{N}$ and $f \in C[0,1]$.
In 1950, Szász [19] introduced the following sequence of linear positive operators

$$
\begin{equation*}
S_{n}(f ; x)=e^{-n x} \sum_{k=0}^{\infty} \frac{(n x)^{k}}{k!} f\left(\frac{k}{n}\right), \quad f \in C[0, \infty) \tag{2}
\end{equation*}
$$

where $x \geq 0$ and $f$ is a continuous and nondecreasing function on $[0, \infty)$. He obtained approximation results and
rate of convergence for these operators.
For any $x \in[0, \infty), \quad n \in \mathbb{N}, \mu \geq 0$ and $f \in C[0, \infty)$, Sucu [18] defined the following sequence of positive linear operators

$$
\begin{equation*}
L_{n}(f ; x)=\frac{1}{e_{\mu}(n x)} \sum_{k=0}^{\infty} \frac{(n x)^{k}}{\gamma_{\mu}(k)} f\left(\frac{k+2 \mu \theta_{k}}{n}\right), \tag{3}
\end{equation*}
$$

where the generalized exponential function is defined by

$$
\begin{equation*}
e_{\mu}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\gamma_{\mu}(k)} \tag{4}
\end{equation*}
$$

and the coefficients $\gamma_{\mu}$ are defined as follows for $k \in \mathbb{N}_{0}$ and $\mu>-\frac{1}{2}$

$$
\gamma_{\mu}(2 k)=\frac{2^{2 k} k!\Gamma\left(k+\mu+\frac{1}{2}\right)}{\Gamma\left(\mu+\frac{1}{2}\right)}
$$

and

$$
\gamma_{\mu}(2 k+1)=\frac{2^{2 k+1} k!\Gamma\left(k+\mu+\frac{3}{2}\right)}{\Gamma\left(\mu+\frac{1}{2}\right)} .
$$

A recursion formula for $\gamma_{\mu}$ is given by

$$
\gamma_{\mu}(k+1)=\left(k+1+2 \mu \theta_{k+1}\right) \gamma_{\mu}(k), \quad k=0,1,2, \cdots,
$$

[^0]where
\[

\theta_{k}= $$
\begin{cases}0 & \text { if } k \in 2 \mathbb{N} \\ 1 & \text { if } k \in 2 \mathbb{N}+1\end{cases}
$$
\]

The operators in (3) is called as Dunkl analogue of the Szász operators. Sucu investigated their approximating properties and some direct results. Very recently İçöz and Çekim gave a Dunkl generalization of Kantrovich integral generalization of Szász operators in [9] and a Dunkl generalization of Szász operators via $q$-calculus in [10].

In the twentieth century, the quantum calculus began with the study of Jackson, but Euler and Jakobi had worked out this kind of calculus known as $q$ calculus. $q$ calculus plays an important role in natural sciences such as mathematics, physics and chemistry. It has many applications in number theory, combinatorics, orthogonal polynomials, hyper geometric functions, mechanics, the theory of relativity and quantum theory. Basic definitions and properties of quantum calculus can be found in the books $[4,12]$. In recent years, the topic of quantum calculus has attracted considerable attention of many mathematicians. The rapid improvement of quantum calculus has given rise to finding new generalization of Bernstein polynomials including $q$ integers. The $q$ analogue of Bernstein polynomials was firstly introduced and investigated its approximation properties by Lupass in 1987 [15]. Then, another generalization of Bernstein polynomials based on $q$ integers was presented by Phillips [17].

The remainder of the paper is organized as follows. In Section 2, Construction of operators and moment estimation is obtained. In Section 3, the convergence of the operators (5) is examined with the help of universal Korovkin-type theorem is given. In Section 4,5, The rate of convergence is established by means of a classical approach, the class of Lipschitz functions, the second order modulus of continuity, Peetre's K-functional. In last Section of this paper the conclusion is given.

## 2 Construction of operators and moment estimation

For $x \geq \frac{1}{2 n}, \quad n \in \mathbb{N}$ and $\mu \geq 0$ we introduce the Dunkl generalization of the Szász operators as follows:
We replace $x$ by $r_{n}(x)=x-\frac{1}{2 n}, n \in \mathbb{N}$, in (3) to obtain the following sequence of operators

$$
\begin{equation*}
L_{n}^{*}(f ; x)=\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)} f\left(\frac{k+2 \mu \theta_{k}}{n}\right) \tag{5}
\end{equation*}
$$

and call them as generalized Dunkl analogue of Szász operators. It is easily seen that the operators $L_{n}^{*}(f ; x)$ are positive and linear.

In this paper we present a generalization of Szász operators using the Dunkl generalization of the exponential function. We investigate approximating properties for these operators using the Korovkin approximation theorem and the weighted Korovkin-type theorem. We obtain quantitative estimates by using the modulus of continuity and the rate of convergence for functions belonging to the Lipschitz class. Furthermore, we obtain the rate of convergence in terms of the classical, the second order, and the weighted modulus of continuity.

We prove the following lemmas.

Lemma 1.Let $L_{n}^{*}(f ; x)$ be the operators given by (5). Then we have the following identities:

$$
\begin{array}{ll}
\text { 1. } L_{n}^{*}(1 ; x)=1, & \\
\text { 2. } L_{n}^{*}(t ; x)=r_{n}(x)=x-\frac{1}{2 n}, \\
\text { 3. } L_{n}^{*}\left(t^{2} ; x\right) & = \\
x^{2}+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right), & \\
\text { 4. } L_{n}^{*}\left(t^{3} ; x\right) \leq x^{3}+\left(3-2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{2}}{n} & + \\
\left(3+4 \mu^{2}+(4+2 \mu) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \frac{x}{n^{2}}\right)+\frac{1}{8 n^{3}}, & x^{4} \\
\text { 5. } L_{n}^{*}\left(t^{4} ; x\right) & + \\
\left(6+4 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{3}}{n}\left(3+12 \mu^{2}-12 \mu \frac{\left.e_{\mu}\left(-n r_{n}(x)\right)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{2}}{n^{2}}+ \\
\left(17+6 \mu^{2}\left(2+n^{2}\right)+\left(42 \mu+8 \mu^{3}\right) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n^{3}} & + \\
\left(3+2 \mu^{2}(4+2 \mu) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{2}}{n} &
\end{array}
$$

Proof.Using the definition of the generalized exponential function, (1) is obvious.

$$
\begin{aligned}
L_{n}^{*}(t ; x) & =\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}\right) \\
& =\frac{1}{n e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right) \\
& =\frac{1}{n e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\left(k+2 \mu \theta_{k}\right) \gamma_{\mu}(k-1)}\left(k+2 \mu \theta_{k}\right) \\
& =\frac{1}{n e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k+1}}{\gamma_{\mu}(k)} \\
& =r_{n}(x) \\
& =x-\frac{1}{2},
\end{aligned}
$$

which proves (2).

$$
\begin{aligned}
L_{n}^{*}\left(t^{2} ; x\right) & =\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}\right)^{2} \\
& =\frac{1}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right)^{2} \\
& =\frac{1}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k-1)}\left(k+2 \mu \theta_{k}\right) \\
& =\frac{1}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k+1}}{\gamma_{\mu}(k)}\left(k+1+2 \mu \theta_{k+1}\right)
\end{aligned}
$$

using the relation

$$
\begin{aligned}
& \quad \theta_{k+1}=\theta_{k}+(-1)^{k} \\
& =\frac{r_{n}(x)}{n e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right) \\
& +\sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}+\frac{r_{n}(x)}{n e_{\mu}\left(n r_{n}(x)\right)} 2 \mu \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)} \\
& =\left(x-\frac{1}{2 n}\right)^{2}+\frac{1}{n}\left(x-\frac{1}{2 n}\right)+\frac{2 \mu}{n}\left(x-\frac{1}{2 n}\right) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \\
& =x^{2}+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)
\end{aligned}
$$

and this proves (3).

$$
\begin{aligned}
L_{n}^{*}\left(t^{3} ; x\right) & =\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}\right)^{3} \\
& =\frac{r_{n}(x)}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right)^{2} \\
& +\frac{r_{n}(x)}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(1+2 \mu(-1)^{k}\right)^{2} \\
& +\frac{2 r_{n}(x)}{n^{2} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right)\left(1+2 \mu(-1)^{k}\right)
\end{aligned}
$$

and after some simple computations we arrive at the desired inequality.

$$
\begin{aligned}
L_{n}^{*}\left(t^{4} ; x\right) & =\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}\right)^{4} \\
& =\frac{r_{n}(x)}{n^{3} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(k+2 \mu \theta_{k}\right)^{3} \\
& +\frac{r_{n}(x)}{n^{3} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(1+2 \mu(-1)^{k}\right)^{3} \\
& +\frac{3 r_{n}(x)}{n^{3} e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty}\left(k+2 \mu \theta_{k}\right) \\
& \times\left(1+2 \mu(-1)^{k}\right)\left(k+2 \mu \theta_{k}+1+2 \mu(-1)^{k}\right) .
\end{aligned}
$$

Some intermediary calculations yield the required inequality.

Lemma 2.Let the operators $L_{n}^{*}(f ; x)$ be given by (5). Then

$$
\begin{aligned}
& \text { 1. } L_{n}^{*}(t-x ; x)=-\frac{1}{2 n}, \\
& \text { 2. } L_{n}^{*}\left((t-x)^{2} ; x\right)= \\
& \left.\quad\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right) \\
& \text { 3. } L_{n}^{*}\left((t-x)^{4} ; x\right) \leq \\
& \quad\left(6+24 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{3}}{n} \\
& \left(3-4 \mu^{2}-20 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{2}}{n^{2}} \\
& \left(3+4 \mu^{2}+(4+2 \mu) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x^{2}}{n} \\
& \quad\left(17+6 \mu^{2}\left(2+\mu^{2}\right)+\left(42 \mu+8 \mu^{3}\right) \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n^{3}} .
\end{aligned}
$$

Proof.In view of
$L_{n}^{*}(t-x ; x)=L_{n}^{*}(t ; x)-L_{n}^{*}(1 ; x)$,
(1) is obvious.

$$
\begin{aligned}
& L_{n}^{*}\left((t-x)^{2} ; x\right) \\
& =L_{n}^{*}\left(t^{2} ; x\right)-2 x L_{n}^{*}(t ; x)+x^{2} L_{n}^{*}(1 ; x) \\
& =x^{2}+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \\
& -2 x\left(x-\frac{1}{2}\right)+x^{2} \\
& =2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)} \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)+\frac{x}{n} \\
& =\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)
\end{aligned}
$$

this ends the proof of (2).
$L_{n}^{*}\left((t-x)^{4} ; x\right)$
$=L_{n}^{*}\left(t^{4} ; x\right)-4 x L_{n}^{*}\left(t^{3} ; x\right)+6 x^{2} L_{n}^{*}\left(t^{2} ; x\right)-4 x^{3} L_{n}^{*}(t ; x)+x^{4} L_{n}^{*}(1 ; x)$
and using the Lemma 1 , the desired inequality is obtained.

## 3 Korovkin's type results

We prove the following results by using Korovkin's theorem which states as follows (see [1], [2], [3], [8], [11], [14], [16]):

Theorem A. Let $\left(T_{n}\right)$ be a sequence of positive linear operators from $C[0,1]$ into $C[0,1]$. Then $\lim _{n}\left\|T_{n}(f, x)-f(x)\right\|_{\infty}=0$, for all $f \in C[0,1]$ if and only if $\lim _{n}\left\|T_{n}\left(f_{i}, x\right)-f_{i}(x)\right\|_{\infty}=0$, where $f_{i}(x)=x^{i}$ for $i=0,1,2$.
Theorem 1.Let $L_{n}^{*}(f ; x)$ be the operators given by (5) and let
$H:=\left\{f: x \in[0, \infty), \frac{f(x)}{1+x^{2}}\right.$ is convergent as $\left.x \rightarrow \infty\right\}$, then for $f \in H$, we have

$$
\lim _{n \rightarrow \infty} L_{n}^{*}(f ; x)=f
$$

uniformly on each compact subset of $[0, \infty)$.

Proof.The proof is based on Theorem A regarding the convergence of a sequence of linear positive operators, so it is enough to prove the conditions

$$
\lim _{n \rightarrow \infty} L_{n}^{*}\left(t^{j} ; x\right)=x^{j}, \quad j=0,1,2, \quad\{\text { as } n \rightarrow \infty\}
$$

uniformly on each compact subset of $[0,1]$. Using Lemma 1 it is easily seen that the above assertions are supplied. Hence the theorem is proved.

To study the weighted approximation, we recall the weighted spaces of functions defined on $\mathbb{R}^{+}=[0, \infty)$ as follows:
$P_{\rho}\left(\mathbb{R}^{+}\right)=\left\{f:|f(x)| \leq M_{f} \rho(x)\right\}$,
$Q_{\rho}\left(\mathbb{R}^{+}\right)=\left\{f: f \in P_{\rho}\left(\mathbb{R}^{+}\right) \cap C[0, \infty)\right\}$,
$Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)=\left\{f: f \in Q_{\rho}\left(\mathbb{R}^{+}\right)\right.$and $\lim _{x \rightarrow \infty} \frac{f(x)}{\rho(x)}=k(k$ is a constant $\left.)\right\}$,
where

$$
\rho(x)=1+x^{2}
$$

is a weight function and $M_{f}$ is a constant depending only on $f$. Note that $Q_{\rho}\left(\mathbb{R}^{+}\right)$is a normed space with the norm

$$
\|f\|_{\rho}=\sup _{x \geq 0} \frac{|f(x)|}{\rho(x)}
$$

Theorem 2.Let $L_{n}^{*}(. ;$.) be the operators given by (5). Then for any function $f \in Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)$, we have

$$
\lim _{n \rightarrow \infty}\left\|L_{n}^{*}(f ; x)-f\right\|_{\rho}=0
$$

Proof.Application of (1) and (2) of Lemma 1 implies that

$$
\left\|L_{n}^{*}(1 ; x)-1\right\|_{\rho}=0
$$

and

$$
\left\|L_{n}^{*}(t ; x)-x\right\|_{\rho}=0
$$

respectively. Using (3) of Lemma 1 and the definition of norm, the following is obtained

$$
\sup _{x \in[0, \infty)} \frac{\left|L_{n}^{*}\left(t^{2} ; x\right)-x^{2}\right|}{1+x^{2}} \leq \frac{((8 n+1) \mu+1)}{4 n^{2}} \sup _{x \in[0, \infty)} \frac{x}{1+x^{2}}
$$

From where we easily find that

$$
\lim _{n \rightarrow \infty}\left\|L_{n}^{*}\left(t^{2} ; x\right)-x^{2}\right\|_{\rho}=0
$$

This completes the proof by the weighted Korovkin-type theorems proved by Gadzhiev [8].

## 4 Rate of Convergence

In what follows we calculate the rate of convergence of the operators (5) by means of modulus of continuity and Lipschitz type maximal functions.

Let $f \in C[0, \infty]$. The modulus of continuity of $f$, denoted by $\omega(f, \delta)$, gives the maximum oscillation of $f$ in any interval of length not exceeding $\delta>0$ and is given by

$$
\begin{equation*}
\omega(f, \delta)=\sup _{|y-x| \leq \delta}|f(y)-f(x)|, \quad x, y \in[0, \infty) \tag{6}
\end{equation*}
$$

It is known that $\lim _{\delta \rightarrow 0+} \omega(f, \delta)=0$ for $f \in C[0, \infty)$ and for any $\delta>0$ one has

$$
\begin{equation*}
|f(y)-f(x)| \leq\left(\frac{|y-x|}{\delta}+1\right) \omega(f, \delta) \tag{7}
\end{equation*}
$$

We give the rate of convergence of the operators $T_{n, q}^{*}(f ; x)$ defined in (5) in terms of the elements of the usual Lipschitz class $\operatorname{Lip}_{M}(v)$. Let $f \in C[0, \infty), M>0$ and $0<v \leq 1$. The class $\operatorname{Lip}_{M}(v)$ is defined as
$\operatorname{Lip}_{M}(v)=\left\{f:\left|f\left(\zeta_{1}\right)-f\left(\zeta_{2}\right)\right| \leq M\left|\zeta_{1}-\zeta_{2}\right|^{v} \quad\left(\zeta_{1}, \zeta_{2} \in[0, \infty)\right)\right\}$

Theorem 3.Let $L_{n}^{*}(. ;$.) be the operators defined by (5). Then for each $f \in \operatorname{Lip}_{M}(v)$ satisfying (8), we have

$$
\left|L_{n}^{*}(f ; x)-f(x)\right| \leq M\left(\lambda_{n}(x)\right)^{\frac{v}{2}}
$$

where

$$
\lambda_{n}(x)=L_{n}^{*}\left((t-x)^{2} ; x\right)
$$

Proof.By using (8) and the linearity property, the following is obtained

$$
\begin{aligned}
\left|L_{n}^{*}(f ; x)-f(x)\right| & =\left|L_{n}^{*}(f(t)-f(x) ; x)\right| \\
& \leq L_{n}^{*}(|f(t)-f(x)| ; x) \\
& \leq M L_{n}^{*}\left(|t-x|^{v} ; x\right) .
\end{aligned}
$$

Therefore, by Lemma 1 and the Hölder's inequality, we obtain

$$
\begin{aligned}
& \left|L_{n}^{*}(f ; x)-f(x)\right| \\
& \leq M \frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty}\left(\frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\right)^{\frac{2-v}{2}} \\
& \times\left(\frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\right)^{\frac{v}{2}}\left|\frac{k+2 \mu \theta_{k}}{n}-x\right|^{v} \\
& \leq M \frac{1}{e_{\mu}\left(n r_{n}(x)\right)}\left(\sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\right)^{\frac{2-v}{2}} \\
& \times\left(\sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|\frac{k+2 \mu \theta_{k}}{n}-x\right|^{2}\right)^{\frac{v}{2}} \\
& =M\left(L_{n}^{*}(t-x)^{2} ; x\right)^{\frac{v}{2}}
\end{aligned}
$$

which completes the proof.
Theorem 4.Let $\tilde{C}[0, \infty)$ denote the space of uniformly continuous functions defined on $[0, \infty)$ and $f \in \tilde{C}[0, \infty) \cap H$, then the following holds $\left|L_{n}^{*}(f ; x)-f(x)\right|$

$$
\leq\left\{1+\left(x\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right)^{\frac{1}{2}}\right\} \omega\left(f, \frac{1}{\sqrt{n}}\right)
$$

Proof.Making use of Lemma 1, the definition of modulus of continuity and the Cauchy-Schwarz inequality, we obtain the following
$\left|L_{n}^{*}(f ; x)-f(x)\right|$

$$
\begin{aligned}
& \leq \frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|f\left(\frac{k+2 \mu \theta_{k}}{n}\right)-f(x)\right| \\
& \leq\left(1+\frac{1}{\delta} \frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|\frac{k+2 \mu \theta_{k}}{n}-x\right|\right) \omega(f, \delta) \\
& \leq\left\{1+\frac{1}{\delta}\left(\frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}-x\right)^{2}\right)^{\frac{1}{2}}\right\} \\
& \leq \omega(f, \delta) \\
& \leq\left\{\frac{1}{\delta}\left(\frac{x}{n}\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)-\frac{1}{n^{2}}\left(\frac{1}{4} \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right)^{\frac{1}{2}}\right\} \\
& +\omega(f, \delta) \\
& \leq\left\{1+\frac{1}{\delta}\left(\frac{x}{n}\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right)^{\frac{1}{2}}\right\} \omega(f, \delta)
\end{aligned}
$$

We rearrange the resulting terms and arrive at the desired inequality.

Let $C_{B}[0, \infty)$ denote the space of all bounded and continuous functions on $\mathbb{R}^{+}=[0, \infty)$ and

$$
\begin{equation*}
C_{B}^{2}\left(\mathbb{R}^{+}\right)=\left\{g \in C_{B}\left(\mathbb{R}^{+}\right): g^{\prime}, g^{\prime \prime} \in C_{B}\left(\mathbb{R}^{+}\right)\right\} \tag{9}
\end{equation*}
$$

with the norm

$$
\begin{equation*}
\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}=\|g\|_{C_{B}\left(\mathbb{R}^{+}\right)}+\left\|g^{\prime}\right\|_{C_{B}\left(\mathbb{R}^{+}\right)}+\left\|g^{\prime \prime}\right\|_{C_{B}\left(\mathbb{R}^{+}\right)} . \tag{10}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\|g\|_{C_{B}\left(\mathbb{R}^{+}\right)}=\sup _{x \in \mathbb{R}^{+}}|g(x)| . \tag{11}
\end{equation*}
$$

Lemma 3.Let $L_{n}^{*}(. ;$.) be the operator defined by (5). Then for any $g \in C_{B}^{2}\left(\mathbb{R}^{+}\right)$, we have

$$
\left|L_{n}^{*}(g ; x)-g(x)\right| \leq\left(1+\frac{\lambda_{n}(x)}{2}\right)\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}
$$

where

$$
\lambda_{n}(x)=\left|L_{n}^{*}\left((t-x)^{2} ; x\right)\right|
$$

Proof.Let $g \in C_{B}^{2}\left(\mathbb{R}^{+}\right)$, then by using the generalized mean value theorem in the Taylor series expansion we have

$$
g(t)=g(x)+g^{\prime}(x)(t-x)+g^{\prime \prime}(\psi) \frac{(t-x)^{2}}{2}, \quad \psi \in(x, t)
$$

Operating by $L_{n}^{*}$ on both sides, we have
$L_{n}^{*}(g, x)-g(x)=g^{\prime}(x) L_{n}^{*}((t-x) ; x)+\frac{g^{\prime \prime}(\psi)}{2} L_{n}^{*}\left((t-x)^{2} ; x\right)$.
Combining this with the Lemma 2, the following is obtained

$$
\begin{aligned}
& \left|L_{n}^{*}(g, x)-g(x)\right| \\
& \leq \frac{1}{2 n}\left\|g^{\prime}\right\|_{C_{B}\left(\mathbb{R}^{+}\right)}+\frac{\left\|g^{\prime \prime}\right\|_{C_{B}\left(\mathbb{R}^{+}\right)}}{2} \\
& \left.\times \left\lvert\,\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right.\right) \mid \\
& \leq\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}+\frac{\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}}{2} \\
& \left.\times \left\lvert\,\left(1+2 \mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right) \frac{x}{n}-\frac{1}{n^{2}}\left(\frac{1}{4}+\mu \frac{e_{\mu}\left(-n r_{n}(x)\right)}{e_{\mu}\left(n r_{n}(x)\right)}\right)\right.\right) \mid \\
& =\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}+\frac{\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}}{2} \lambda_{n}(x) \\
& =\|g\|_{C_{B}^{2}\left(\mathbb{R}^{+}\right)}\left(1+\frac{\lambda_{n}(x)}{2}\right),
\end{aligned}
$$

where

$$
\lambda_{n}(x)=\left|L_{n}^{*}\left((t-x)^{2} ; x\right)\right|
$$

This completes the proof of the lemma.
Theorem 5.For every $f \in C_{B}[0, \infty)$ and $x \in[0, \infty)$, there holds the following
$\left|L_{n}^{*}(g ; x)-g(x)\right|$

$$
\leq 2 \tilde{M}\left\{\omega_{2}\left(f ;\left(\frac{\lambda_{n}(x)}{4}\right)^{\frac{1}{2}}\right)+\min \left(1, \frac{\lambda_{n}(x)}{4}\right)\|f\|_{C_{B}\left(\mathbb{R}^{+}\right)}\right\}
$$

where $\tilde{M}$ ia a positive constant independent of $n$ and $\omega_{2}$ is the second modulus of continuity of a function $f$ defined by

$$
\begin{equation*}
\omega_{2}(f ; \delta)=\sup _{0<t \leq \delta}\|f(.+2 t)-2 f(.+t)+f(.)\|_{C_{B}[0, \infty)} . \tag{12}
\end{equation*}
$$

Proof.Let $g \in C_{B}^{2}[0, \infty)$. Then using triangle inequality and the Lemma 3, we obtain the following

$$
\begin{aligned}
& \left|L_{n}^{*}(f ; x)-f(x)\right| \\
& \leq\left|L_{n}^{*}(f-g ; x)\right|+\left|L_{n}^{*}(g ; x)-g(x)\right|+|f(x)-g(x)| \\
& \leq 2\|f-g\|_{C_{B}[0, \infty)}+\frac{\lambda_{n}(x)}{2}\|g\|_{C_{B}^{2}[0, \infty)} .
\end{aligned}
$$

Using the definition of Peetre's K-functional, we get

$$
\left|L_{n}^{*}(f ; x)-f(x)\right| \leq 2 K\left(f, \frac{\lambda_{n}(x)}{4}\right)
$$

Using the relation between the second modulus of continuity and the Peetre's K-functional, we arrive at the desired estimate.
Remark.For the operators $L_{n}(f ; x)(. ;$.) defined by (3) we may write that, for every $f \in C_{B}[0, \infty), x \geq 0$ and $n \in \mathbb{N}$

$$
\begin{equation*}
\left|L_{n}(f ; x)(f ; x)-f(x)\right| \leq 2 \omega\left(f ; \lambda_{n, x}^{*}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{n, x}^{*} & =\sqrt{L_{n}(f ; x)\left((t-x)^{2} ; x\right)}  \tag{14}\\
& =\sqrt{\left(1+2 \mu \frac{e_{\mu}(-n x)}{e_{\mu}(n x)}\right) \frac{x}{n}}
\end{align*}
$$

Now we claim that the error estimation in Theorem 4 is better than that of (14) provided $f \in C_{B}[0, \infty)$ and $x \geq \frac{1}{2 n}, \quad n \in \mathbb{N}$. Indeed, for $x \geq \frac{1}{2 n}, \quad \mu \geq 0$ and $n \in \mathbb{N}$, it guarantees that

$$
\begin{equation*}
L_{n}^{*}\left((t-x)^{2} ; x\right) \leq L_{n}\left((t-x)^{2} ; x\right) \tag{15}
\end{equation*}
$$

where $L_{n}^{*}\left((t-x)^{2} ; x\right)$ and $L_{n}\left((t-x)^{2} ; x\right)$ are defined in Theorem 4 and in (14). Again if we put $r_{n}(x)=x$, then the result in [18] by (14) is obtained.

## 5 Order of convergence

We shall determine the order of convergence of the function $f \in Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)$. For $f \in Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)$, the weighted modulus of continuity, introduced by Atakut and Ispir [5], is defined by

$$
\Omega(f ; \delta)=\sup _{0 \leq x<\infty,|h| \leq \delta} \frac{|f(x+h)-f(x)|}{\left(1+h^{2}\right)\left(1+x^{2}\right)}
$$

The importance of this type of modulus of continuity is due to its following properties. For $f \in Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)$,

$$
\lim _{\delta \rightarrow 0} \Omega(f ; \delta)=0
$$

$|f(t)-f(x)|$
$\leq 2\left(1+\frac{1}{\delta}|t-x|\right)\left(1+\delta^{2}\right)\left(1+x^{2}\right)\left(1+(t-x)^{2}\right) \Omega(f ; \delta) ; 0 \leq x, t<\infty$.
Details of this modulus of continuity can be found in [5]. We prove the following theorem.

Theorem 6.Let $f \in Q_{\rho}^{k}\left(\mathbb{R}^{+}\right)$. Then there holds

$$
\sup _{0 \leq x<\infty} \frac{\left|L_{n}^{*}(f ; x)-f(x)\right|}{\left(1+x^{2}\right)^{3}} \leq M_{\mu}\left(1+\frac{1}{n}\right) \omega\left(f ; \frac{1}{n^{\frac{1}{2}}}\right)
$$

where $M_{\mu}$ is constant independent of $n$.

Proof.Making use of Lemma 1 and the expression (16), the following is obtained

$$
\begin{aligned}
& \left|L_{n}^{*}(f ; x)-f(x)\right| \\
& \leq \frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|f\left(\frac{k+2 \mu \theta_{k}}{n}\right)-f(x)\right| \\
& \leq 2\left(1+\delta^{2}\right)\left(1+x^{2}\right) \omega(f ; \delta) \frac{1}{e_{\mu}\left(n r_{n}(x)\right)} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)} \\
& \times\left(1+\frac{\left|\frac{k+2 \mu \theta_{k}}{n}-x\right|}{\delta}\right)\left(1+\left(\frac{k+2 \mu \theta_{k}}{n}-x\right)^{2}\right) \\
& =2\left(1+\delta^{2}\right)\left(1+x^{2}\right) \omega(f ; \delta) \frac{1}{e_{\mu}\left(n r_{n}(x)\right)}\left\{\sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\right. \\
& +\sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left(\frac{k+2 \mu \theta_{k}}{n}-x\right)^{2} \\
& +\frac{1}{\delta} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|\frac{k+2 \mu \theta_{k}}{n}-x\right| \\
& \left.+\frac{1}{\delta} \sum_{k=0}^{\infty} \frac{\left(n r_{n}(x)\right)^{k}}{\gamma_{\mu}(k)}\left|\frac{k+2 \mu \theta_{k}}{n}-x\right|\left(\frac{k+2 \mu \theta_{k}}{n}-x\right)^{2}\right\}
\end{aligned}
$$

Applying Cauchy-Schwarz inequality in the above, we obtain

$$
\begin{aligned}
& \left|L_{n}^{*}(f ; x)-f(x)\right| \\
& \leq\left(1+\delta^{2}\right)\left(1+x^{2}\right) \omega(f ; \delta) \\
& \times\left\{1+L_{n}^{*}\left((t-x)^{2} ; x\right)+\frac{1}{\delta}\left(L_{n}^{*}\left((t-x)^{2} ; x\right)\right)^{\frac{1}{2}}\right. \\
& \left.\left.+\frac{1}{\delta}\left(L_{n}^{*}\left((t-x)^{2} ; x\right)\right) \times\left(L_{n}^{*}\left((t-x)^{4} ; x\right)\right)\right)^{\frac{1}{2}}\right\}
\end{aligned}
$$

In the light of Lemma 2, we have the following estimates

$$
L_{n}^{*}\left((t-x)^{2} ; x\right) \leq \frac{1+2 \mu}{n} x
$$

$L_{n}^{*}\left((t-x)^{4} ; x\right) \leq \frac{14+68 \mu+16 \mu^{2}+8 \mu^{3}+6 \mu^{4}}{n}\left(x+x^{2}+x^{3}\right)$.
Combining these with (17), we obtain the following
$\left|L_{n}^{*}(f ; x)-f(x)\right|$
$\leq\left(1+\delta^{2}\right)\left(1+x^{2}\right) \omega(f ; \delta)\left\{1+(1+2 \mu) x+\frac{1}{\delta} \frac{1}{\sqrt{n}} \sqrt{(1+2 \mu) x}\right.$
$\left.+\frac{1}{\delta} \frac{1}{\sqrt{n}} \sqrt{\left(x^{2}+x^{3}+x^{4}\right)\left(14+68 \mu+16 \mu^{2}+8 \mu^{3}+6 \mu^{4}\right)}\right\}$.
On choosing $\delta=\frac{1}{n^{\frac{1}{2}}}$, the theorem follows.

## 6 Applications

Korovkin-type theorems are very useful tools for determining whether a given sequence of positive linear operators acting on some function space is an approximation process. These theorems exhibit that the approximation (or the convergence) property holds on the
whole space provided it holds on a test subsets of functions. The custom of calling these kinds of results "Korovkin-type theorems" refers to P. P. Korovkin [14] who discovered such a property for the functions $1, x$ and $x^{2}$ in the space $C[0,1]$ of all continuous functions on the real interval $[0,1]$ as well as for the functions $1, \cos$ and $\sin$ in the space of all continuous $2 \pi$-periodic functions on the real line (see [1], [2], [16]). Later on, several mathematicians have undertaken the program of extending Korovkin's theorems in many ways and to several settings, including function spaces, abstract Banach lattices, Banach algebras, Banach spaces and so on. Recently, such theorems are generalized or extended by replacing the ordinary convergence by several other more general summabilyty methods, like statistical convergence, $A$-statistical convergence, statistical $A$-summabilty, weighted statistical summability etc. and using different set of test functions. This theory has fruitful connections with real analysis, functional analysis, harmonic analysis, measure theory and probability theory, summability theory and partial differential equations.

## Conclusion

In this paper, we have modified the Dunkl analogue of Szász operators and defined a Dunkl generalization of these modified operators. This type of modifications enables better error estimation on the interval $[1 / 2 ; 1)$ rather than the classical Dunkl Szász operators [18]. We obtained some approximation results via well known Korovkin's type theorem. We have also calculated the rate of convergence of operators by means of modulus of continuity and Lipschitz type maximal functions.
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