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#### Abstract

This paper deals with the global convergence of successive approximations as well as the uniqueness of solutions for some classes of partial functional differential equations and inclusions involving the Caputo fractional derivative. We show a theorem on the global convergence of successive approximations to the unique solution of our problems.
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## 1 Introduction

Fractional calculus is a powerful tool in applied mathematics to investigate several problems from various fields of science and engineering, with many break-through results which can be seen in physics, finance, hydrology, biophysics, thermodynamics, control theory, statistical mechanics, astrophysics, and bioengineering [1,2,3,4,5]. There has been a significant development in ordinary and partial fractional differential equations in recent years. We recommend the reader to check the monographs of Abbas et al. [6,7], Kilbas et al. [8], Miller and Ross [9], Zhou [10], the papers of Abbas et al. [11,12, 13, 14], Vityuk et al. [15, 16, 17, 18], and the references therein.

Convergence of successive approximations for ordinary functional differential equations as well as for integral functional equations is a well established property. It has been studied by De Blasi and Myjak [19], Chen [20], Faina [21], Shin [22], and the references therein. Człapiński [23] got the global convergence of successive approximations as well as the uniqueness of solutions for the Darboux problem

$$
\left\{\begin{array}{l}
D_{x y} z(x, y)=f\left(x, y, z_{(x, y)}\right) ; \text { if }(x, y) \in J:=[0, a] \times[0, b],  \tag{1}\\
z(x, y)=\Phi(x, y) ; \text { if }(x, y) \in E_{0}:=(-\infty, a] \times(-\infty, b] \backslash(0, a] \times(0, b]
\end{array}\right.
$$

where $f: J \times \mathscr{B} \rightarrow \mathbb{R}$ and $\Phi: E_{0} \rightarrow \mathbb{R}$ are given functions, and $\mathscr{B}$ is a phase space. In [24], Abbas et al. presented some global convergence of successive approximations of the following partial Hadamard integral equation

$$
\begin{equation*}
u(x, y)=\mu(x, y)+\int_{1}^{x} \int_{1}^{y}\left(\log \frac{x}{s}\right)^{r_{1}-1}\left(\log \frac{y}{t}\right)^{r_{2}-1} \frac{f(s, t, u(s, t))}{s t \Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} d t d s ; \text { if }(x, y) \in J, \tag{2}
\end{equation*}
$$

where $J:=[1, a] \times[1, b], a, b>1, r_{1}, r_{2}>0, \mu: J \rightarrow \mathbb{R}, f: J \times \mathbb{R} \rightarrow \mathbb{R}$ are given continuous functions, and $\Gamma(\cdot)$ is the (Euler's) Gamma function defined by

$$
\Gamma(\zeta)=\int_{0}^{\infty} t^{\zeta-1} e^{-t} d t ; \zeta>0
$$

[^0]Also in [24], the authors discussed the global convergence of successive approximations for the fractional partial Hadamard integral inclusion

$$
\begin{equation*}
u(x, y)-\mu(x, y) \in\left({ }^{H} I_{\sigma}^{r} F\right)(x, y, u(x, y)) ;(x, y) \in J \tag{3}
\end{equation*}
$$

where $\sigma=(1,1), F: J \times \mathbb{R} \rightarrow \mathscr{P}(\mathbb{R})$ is a compact valued multi-valued map, ${ }^{H} I_{\sigma}^{r} F$ is the definite Hadamard integral for the set-valued function $F$ of order $r=\left(r_{1}, r_{2}\right) \in(0, \infty) \times(0, \infty)$, and $\mu: J \rightarrow \mathbb{R}$ is a given continuous function, and $\mathscr{P}(\mathbb{R})$ is the family of all nonempty subsets of $\mathbb{R}$.

Motivated by the above papers, in the present article, we discuss the global convergence of successive approximations for the fractional partial differential equation

$$
\begin{equation*}
{ }^{c} D_{\theta}^{r} u(x, y)=f(x, y, u(x, y)) ; \text { if }(x, y) \in J \tag{4}
\end{equation*}
$$

with the initial conditions

$$
\left\{\begin{array}{l}
u(x, 0)=\varphi(x) ; x \in[0, a]  \tag{5}\\
u(0, y)=\psi(y) ; y \in[0, b] \\
\varphi(0)=\psi(0)
\end{array}\right.
$$

where $a, b>0, \theta=(0,0),{ }^{c} D_{\theta}^{r}$ is the fractional Caputo derivative of order $r=\left(r_{1}, r_{2}\right) \in(0,1] \times(0,1], f: J \times E \rightarrow E$ is a given functions, $E$ is a (real or complex) Banach space, and $\varphi:[0, a] \rightarrow E, \psi:[0, b] \rightarrow E$ are given absolutely continuous functions.

Next, we discuss the global convergence of successive approximations for the fractional partial differential inclusion

$$
\begin{equation*}
{ }^{c} D_{\theta}^{r} u(x, y) \in F(x, y, u(x, y)) ; \text { if }(x, y) \in J \tag{6}
\end{equation*}
$$

with the initial conditions (5), where $F: J \times E \rightarrow \mathscr{P}(E)$ is a compact valued multi-valued map, $\mathscr{P}(E)$ is the family of all nonempty subsets of the Banach space $E$.

This paper initiates the convergence of successive approximations for fractional differential equations and inclusions. The paper is organized as follows. In Section 2 some preliminary results are introduced. The main result is presented in Section 3, and two examples are presented in the last section.

## 2 Preliminaries

Denote $L^{1}(J)$ the space of Bochner-integrable functions $u: J \rightarrow E$ with the norm

$$
\|u\|_{L^{1}}=\int_{0}^{a} \int_{0}^{b}\|u(x, y)\|_{E} d y d x
$$

where $\|.\|_{E}$ denotes a norm on $E$.
$A C(J)$ denotes the space of absolutely continuous functions from $J$ into $E$, and $\mathscr{C}:=C(J)$ is the Banach space of all continuous functions from $J$ into $E$ with the norm $\|\cdot\|_{\infty}$, namely

$$
\|u\|_{\infty}=\sup _{(x, y) \in J}\|u(x, y)\|_{E}
$$

Definition 1. The function $f: J \times E \rightarrow E$ is said to be $L^{1}$-Carathéodory if
(i) $(x, y) \longmapsto f(x, y, u)$ is measurable for each $u \in E$;
(ii) $u \longmapsto f(x, y, u)$ is continuous for almost all $(x, y) \in J$;
(iii)there exists a real positive function $\delta \in L^{1}(J)$ such that

$$
\|f(x, y, u)\|_{E} \leq \delta(x, y) ; \text { for all } u \in E \text { and almost all }(x, y) \in J
$$

Let $(X, d)$ be a metric space. We use the following notations:

$$
\mathscr{P}_{b d}(X)=\{Y \in \mathscr{P}(X): Y \text { bounded }\}, \mathscr{P}_{c l}(X)=\{Y \in \mathscr{P}(X): Y \text { closed }\}
$$

$$
\mathscr{P}_{c p}(X)=\{Y \in \mathscr{P}(X): Y \text { compact }\}, \text { and } \mathscr{P}_{c v}(X)=\{Y \in \mathscr{P}(X): Y \text { convex }\} .
$$

A multivalued map $G: X \rightarrow \mathscr{P}(X)$ has convex (closed) values if $G(x)$ is convex (closed) for all $x \in X$. We say that $G$ is bounded on bounded sets if $G(B)$ is bounded in $X$ for each bounded set $B$ of $X$, i.e.,

$$
\sup _{x \in B}\{\sup \{\|u\|: u \in G(x)\}\}<\infty .
$$

$G$ is called upper semi-continuous (u.s.c.) on $X$ if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$, and if for each open set $N$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $N_{0}$ of $x_{0}$ such that $G\left(N_{0}\right) \subseteq N$. Finally, we say that $G$ has a fixed point if there exists $x \in X$ such that $x \in G(x)$.

For each $u \in \mathscr{C}$ let the set $S_{F \circ u}$ known as the set of selectors from $F$ defined by

$$
\left.S_{F \circ u}=\left\{v \in L^{1}(J): v(x, y) \in F(x, y, u(x, y))\right), \text { a.e. } x, y \in J\right\} .
$$

For more details on multivalued maps we refer to the books of Deimling [25] and Górniewicz [26].
Consider $H_{d}: \mathscr{P}(X) \times \mathscr{P}(X) \longrightarrow \mathbb{R}_{+} \cup\{\infty\}$, given by

$$
H_{d}(\mathscr{A}, \mathscr{B})=\max \left\{\sup _{a \in \mathscr{A}} d(a, \mathscr{B}), \sup _{b \in \mathscr{B}} d(\mathscr{A}, b)\right\}
$$

where $d(\mathscr{A}, b)=\inf _{a \in \mathscr{A}} d(a, b), d(a, \mathscr{B})=\inf _{b \in \mathscr{B}} d(a, b)$. Then $\left(\mathscr{P}_{b d, c l}(X), H_{d}\right)$ is a metric space and $\left(\mathscr{P}_{c l}(X), H_{d}\right)$ is a generalized (complete) metric space (see [27]).
Definition 2. A multivalued map $F: J \times E \rightarrow \mathscr{P}(E)$ is said to be Carathéodory if
(i) $(x, y) \longmapsto F(x, y, u)$ is measurable for each $u \in E$;
(ii) $u \longmapsto F(x, y, u)$ is upper semicontinuous for almost all $(x, y) \in J$.
$F$ is said to be $L^{1}$-Carathéodory if $(i),(i i)$ and the following condition holds;
(iii)for each $c>0$, there exists $\sigma_{c} \in L^{1}\left(J, \mathbb{R}_{+}\right)$such that

$$
\begin{aligned}
\|F(x, y, u)\|_{\mathscr{P}} & =\sup \{\|f\|: f \in F(x, y, u)\} \\
& \leq \sigma_{c}(x, y) \text { for all }\|u\| \leq c \text { and for a.e. }(x, y) \in J .
\end{aligned}
$$

Now, we introduce notations, definitions and a preliminary Lemma concerning to partial fractional calculus theory.
Definition 3. [15] Let $r_{1}, r_{2} \in(0, \infty)$ and $r=\left(r_{1}, r_{2}\right)$. For $u \in L^{1}(J)$, the expression

$$
\left(I_{\theta}^{r} u\right)(x, y)=\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{0}^{x} \int_{0}^{y}(x-s)^{r_{1}-1}(y-t)^{r_{2}-1} u(s, t) d t d s
$$

is called the left-sided mixed Riemann-Liouville integral of order $r$, where $\Gamma$ (.) is the (Euler's) Gamma function defined by $\Gamma(\xi)=\int_{0}^{\infty} t^{\xi-1} e^{-t} d t ; \xi>0$.

In particular,

$$
\left(I_{\theta}^{\theta} u\right)(x, y)=u(x, y),\left(I_{\theta}^{(1,1)} f\right)(x, y)=\int_{0}^{x} \int_{0}^{y} u(s, t) d t d s ; \text { for almost all }(x, y) \in J
$$

For instance, $I_{\theta}^{r} f$ exists for all $r_{1}, r_{2} \in(0, \infty)$, when $f \in L^{1}(J)$. Note also that when $u \in \mathscr{C}$, then $\left(I_{\theta}^{r} f\right) \in \mathscr{C}$, moreover

$$
\left(I_{\theta}^{r} u\right)(x, 0)=\left(I_{\theta}^{r} u\right)(0, y)=0 ; x \in[0, a], y \in[0, b]
$$

Example 1. Let $\lambda, \omega \in(0, \infty)$ and $r=\left(r_{1}, r_{2}\right) \in(0, \infty) \times(0, \infty)$, then

$$
I_{\theta}^{r} \frac{x^{\lambda} y^{\omega}}{\Gamma(1+\lambda) \Gamma(1+\omega)}=\frac{x^{\lambda+r_{1}} y^{\omega+r_{2}}}{\Gamma\left(1+\lambda+r_{1}\right) \Gamma\left(1+\omega+r_{2}\right)} ; \text { for almost all }(x, y) \in J
$$

By $1-r$ we mean $\left(1-r_{1}, 1-r_{2}\right) \in[0,1) \times[0,1)$. Denote by $D_{x y}^{2}:=\frac{\partial^{2}}{\partial x \partial y}$, the mixed second order partial derivative.
Definition 4. [6, 18] Let $r \in(0,1] \times(0,1]$ and $u \in L^{1}(J)$. The Caputo fractional-order derivative of order $r$ of $u$ is defined by the expression

$$
{ }^{c} D_{\theta}^{r} u(x, y)=\left(I_{\theta}^{1-r} D_{x y}^{2} u\right)(x, y)=\frac{1}{\Gamma\left(1-r_{1}\right) \Gamma\left(1-r_{2}\right)} \int_{0}^{x} \int_{0}^{y} \frac{D_{s t}^{2} u(s, t)}{(x-s)^{r_{1}}(y-t)^{r_{2}}} d t d s .
$$

The case $r=(1,1)$ is included and we have

$$
\left({ }^{c} D_{\theta}^{(1,1)} u\right)(x, y)=\left(D_{x y}^{2} u\right)(x, y) ; \text { for almost all }(x, y) \in J .
$$

Example 2. Let $\lambda, \omega \in(0, \infty)$ and $r=\left(r_{1}, r_{2}\right) \in(0,1] \times(0,1]$, then

$$
{ }^{c} D_{\theta}^{r} \frac{x^{\lambda} y^{\omega}}{\Gamma(1+\lambda) \Gamma(1+\omega)}=\frac{x^{\lambda-r_{1}} y^{\omega-r_{2}}}{\Gamma\left(1+\lambda-r_{1}\right) \Gamma\left(1+\omega-r_{2}\right)} ; \text { for almost all }(x, y) \in J .
$$

In the sequel, we need the following Lemmas:
Lemma 1. [11] Let $r_{1}, r_{2} \in(0,1]$ and $\mu(x, y)=\varphi(x)+\psi(y)-\varphi(0)$. A function $u \in \mathscr{C}$ is a solution of the fractional integral equation

$$
\begin{equation*}
u(x, y)=\mu(x, y)+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f(s, t, u(s, t)) d t d s \tag{7}
\end{equation*}
$$

if and only if $u$ is a solution of the problem (4)-(5).
Lemma 2. [14] Let $r_{1}, r_{2} \in(0,1]$ and $\mu(x, y)=\varphi(x)+\psi(y)-\varphi(0)$. A function $u \in \mathscr{C}$ is a solution of the fractional integral equation

$$
\begin{equation*}
u(x, y)=\mu(x, y)+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f(s, t) d t d s \tag{8}
\end{equation*}
$$

where $f \in S_{F \circ u}$, if and only if $u$ is a solution of the inclusion (6) with the initial conditions (5).

## 3 Successive Approximations and Uniqueness Results

In this section, we present the main result for the global convergence of successive approximations to a unique solution of our problems.
Definition 5. A generalized solution of the problem (4)-(5) is an absolutely continuous function satisfying the fractional integral equation (7) almost everywhere on $J$.

Define the successive approximations of the problem (4)-(5) as follows:

$$
\begin{gathered}
u^{(0)}(x, y)=\mu(x, y) ;(x, y) \in J \\
u^{(n+1)}(x, y)=\mu(x, y)+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f\left(s, t, u^{(n)}(s, t)\right) d t d s ;(x, y) \in J .
\end{gathered}
$$

Set $J_{\sigma}:=[0, \sigma a] \times[0, \sigma b]$; for any $\sigma \in[0,1]$. Let us introduce the following hypotheses.
$\left(H_{1}\right)$ The function $f: J \times E \rightarrow E$ is $L^{1}$-Carathéodory,
$\left(H_{2}\right)$ There exist a constant $\rho>0$ and a Carathéodory function $w: J \times[0,2 \rho] \rightarrow[0, \infty)$ such that $w(x, y,$.$) is nondecreasing$ for almost all $(x, y) \in J$, and the inequality

$$
\begin{equation*}
\|f(x, y, u)-f(x, y, \bar{u})\|_{E} \leq w\left(x, y,\|u-\bar{u}\|_{E}\right) \tag{9}
\end{equation*}
$$

holds for all $(x, y) \in J$ and $u, \bar{u} \in E$ such that $\|u-\bar{u}\|_{E} \leq 2 \rho$,
$\left(H_{3}\right) v \equiv 0$ is the only function in $\mathscr{C}\left(J_{\lambda},[0,2 \rho]\right)$ satisfying the integral inequality

$$
\begin{equation*}
v(x, y) \leq \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w(s, t, v(s, t)) d t d s \tag{10}
\end{equation*}
$$

with $\sigma \leq \lambda \leq 1$.
Theorem 1. Assume that the hypotheses $\left(H_{1}\right)-\left(H_{3}\right)$ are satisfied. Then the successive approximations $u^{(n)} ; n \in \mathbb{N}$ are well defined and converge to the unique solution of the problem (4)-(5) uniformly on $J$.

Proof. From $\left(H_{1}\right)$, the successive approximations are well defined. Furthermore, the sequences $\left\{u^{(n)}(x, y) ; n \in \mathbb{N}\right\}$ is equi-continuous on $J$. Indeed, for each $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in J$ with $x_{1}<x_{2}$ and $y_{1}<y_{2}$, and for all $(x, y) \in J$, we have

$$
\begin{aligned}
& \left\|u^{(n)}\left(x_{2}, y_{2}\right)-u^{(n)}\left(x_{1}, y_{1}\right)\right\|_{E} \leq\left\|\mu\left(x_{1}, y_{1}\right)-\mu\left(x_{2}, y_{2}\right)\right\|_{E} \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{0}^{x_{1}} \int_{0}^{y_{1}}\left[\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1}-\left(x_{1}-s\right)^{r_{1}-1}\left(y_{1}-t\right)^{r_{2}-1}\right] \\
& \quad \times\left\|f\left(s, t, u^{(n-1)}(s, t)\right)\right\|_{E} d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{x_{1}}^{x_{2}} \int_{y_{1}}^{y_{2}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1}\left\|f\left(s, t, u^{(n-1)}(s, t)\right)\right\|_{E} d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{0}^{x_{1}} \int_{y_{1}}^{y_{2}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1}\left\|f\left(s, t, u^{(n-1)}(s, t)\right)\right\|_{E} d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{x_{1}}^{x_{2}} \int_{0}^{y_{1}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1}\left\|f\left(s, t, u^{(n-1)}(s, t)\right)\right\|_{E} d t d s
\end{aligned}
$$

then, from hypothesis (iii) of Definition 1, we obtain

$$
\begin{aligned}
& \left\|u^{(n)}\left(x_{2}, y_{2}\right)-u^{(n)}\left(x_{1}, y_{1}\right)\right\|_{E} \leq\left\|\mu\left(x_{1}, y_{1}\right)-\mu\left(x_{2}, y_{2}\right)\right\|_{E} \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{0}^{x_{1}} \int_{0}^{y_{1}}\left[\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1}-\left(x_{1}-s\right)^{r_{1}-1}\left(y_{1}-t\right)^{r_{2}-1}\right] \\
& \quad \times \delta(s, t) d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{x_{1}}^{x_{2}} \int_{y_{1}}^{y_{2}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1} \delta(s, t) d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{0}^{x_{1}} \int_{y_{1}}^{y_{2}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1} \delta(s, t) d t d s \\
& \quad+\frac{1}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \int_{x_{1}}^{x_{2}} \int_{0}^{y_{1}}\left(x_{2}-s\right)^{r_{1}-1}\left(y_{2}-t\right)^{r_{2}-1} \delta(s, t) d t d s \\
& \longrightarrow 0, \text { as } x_{1} \rightarrow x_{2} \text { and } y_{1} \rightarrow y_{2} .
\end{aligned}
$$

Let

$$
\tau:=\sup \left\{\sigma \in[0,1]:\left\{u^{n}(x, y)\right\} \text { converges uniformly on } J_{\sigma}\right\} .
$$

If $\tau=1$, then we have the global convergence of successive approximations. Suppose that $\tau<1$, then the sequence $\left\{u^{(n)}(x, y)\right\}$ converges uniformly on $J_{\tau}$. Since this sequence is equi-continuous, then it converges uniformly to a continuous function $\tilde{u}(x, y)$. If we prove that there exists $\lambda \in(\tau, 1]$ such that $\left\{u^{n}(x, y)\right\}$ converges uniformly on $J_{\lambda}$, this will yield a contradiction.

Put $u(x, y)=\tilde{u}(x, y)$; for $(x, y) \in J_{\tau}$. From $\left(H_{2}\right)$, there exist a constant $\rho>0$ and a Carathéodory function $w: J \times$ $[0,2 \rho] \rightarrow[0, \infty)$ satisfying inequality (9). Also, there exist $\lambda \in[\tau, 1]$ and $n_{0} \in \mathbb{N}$, such that, for all $(x, y) \in J_{\lambda}$ and $n, m>n_{0}$, we have

$$
\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E} \leq 2 \rho
$$

For any $(x, y) \in J_{\lambda}$, put

$$
v^{(n, m)}(x, y)=\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E}, \text { and } v^{(k)}(x, y)=\sup _{n, m \geq k} v^{(n, m)}(x, y)
$$

Since the sequence $v^{(k)}(x, y)$ is non-increasing, it is convergent to a function $v(x, y)$ for each $(x, y) \in J_{\lambda}$. From the equicontinuity of $\left\{v^{(k)}(x, y)\right\}$ it follows that $\lim _{k \rightarrow \infty} v^{(k)}(x, y)=v(x, y)$ uniformly on $J_{\lambda}$. Furthermore, for $(x, y) \in J_{\lambda}$ and $n, m \geq k$, we have

$$
\begin{aligned}
v^{(n, m)}(x, y) & =\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E} \\
& \leq \sup _{(s, t) \in[0, x] \times[0, y]}\left\|u^{(n)}(s, t)-u^{(m)}(s, t)\right\|_{E} \\
& \leq \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times\left\|f\left(s, t, u^{(n-1)}(s, t)\right)-f\left(s, t, u^{(m-1)}(s, t)\right)\right\|_{E} d t d s \\
& \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times\left\|f\left(s, t, u^{(n-1)}(s, t)\right)-f\left(s, t, u^{(m-1)}(s, t)\right)\right\|_{E} d t d s .
\end{aligned}
$$

Thus, by (9) we get

$$
\begin{aligned}
v^{(n, m)}(x, y) & \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times w\left(s, t,\left\|u^{(n-1)}(s, t)-u^{(m-1)}(s, t)\right\|_{E}\right) d t d s \\
& =\int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w\left(s, t, v^{(n-1, m-1)}(s, t)\right) d t d s .
\end{aligned}
$$

Hence

$$
v^{(k)}(x, y) \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w\left(s, t, v^{(k-1)}(s, t)\right) d t d s
$$

By the Lebesgue dominated convergence theorem we get

$$
v(x, y) \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w(s, t, v(s, t)) d t d s
$$

Then, by the Carathéodory condition (iii), and $\left(H_{3}\right)$ we get $v \equiv 0$ on $J_{\lambda}$, which yields that $\lim _{k \rightarrow \infty} v^{(k)}(x, y)=0$ uniformly on $J_{\lambda}$. Thus $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ is a Cauchy sequence on $J_{\lambda}$. Consequently $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ is uniformly convergent on $J_{\lambda}$ which yields the contradiction.

Thus $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ converges uniformly on $J$ to a continuous function $u^{*}(x, y)$. By the Carathéodory condition (iii) and the Lebesgue dominated convergence theorem, we get

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f\left(s, t, u^{(k)}(s, t) d t d s\right. \\
& =\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f\left(s, t, u^{*}(s, t) d t d s\right.
\end{aligned}
$$

for each $(x, y) \in J$. This yields that $u^{*}$ is a solution of the problem (4)-(5).
Finally, we show the uniqueness of solutions of the problem (4)-(5). Let $u_{1}$ and $u_{2}$ be two solutions of (7). As above, put

$$
\tau:=\sup \left\{\sigma \in[0,1]: u_{1}(x, y)=u_{2}(x, y) \text { for }(x, y) \in J_{\sigma}\right\}
$$

and suppose that $\tau<1$. There exist a constant $\rho>0$ and a comparison function $w: J_{\tau} \times[0,2 \rho] \rightarrow[0, \infty)$ satisfying inequality (9). We choose $\lambda \in(\sigma, 1)$ such that

$$
\left\|u_{1}(x, y)-u_{2}(x, y)\right\|_{E} \leq 2 \rho ; \text { for }(x, y) \in J_{\lambda}
$$

Then for all $(x, y) \in J_{\lambda}$ we obtain

$$
\begin{aligned}
\left\|u_{1}(x, y)-u_{2}(x, y)\right\|_{E} & \leq \int_{0}^{\tau a} \int_{0}^{\tau b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times\left\|f\left(s, t, u_{1}(s, t)\right)-f\left(s, t, u_{2}(s, t)\right)\right\|_{E} d t d s \\
& \leq \int_{0}^{\tau a} \int_{0}^{\tau b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times w\left(s, t,\left\|u_{1}(s, t)-u_{2}(s, t)\right\|_{E}\right) d t d s .
\end{aligned}
$$

Again, by the Carathéodory condition (iii), and $\left(H_{3}\right)$ we get $u_{1}-u_{2} \equiv 0$ on $J_{\lambda}$. This gives $u_{1}=u_{2}$ on $J_{\lambda}$, which yields a contradiction. Consequently, $\tau=1$ and the solution of the problem (4)-(5) is unique on $J$.

Now, we present the main result for the global convergence of successive approximations to a unique solution of the problem (6)-(5).

Definition 6. A function $u \in \mathscr{C}$ is a generalized solution of the problem (6)-(5), if $u$ is an absolutely continuous function, and there exists $f \in S_{F \circ u}$ such that $u$ satisfies (8) almost everywhere on $J$.

Define the successive approximations of the problem (6)-(5) as follows:

$$
\begin{gathered}
u^{(0)}(x, y)=\mu(x, y) ;(x, y) \in J \\
u^{(n+1)}(x, y)=\mu(x, y)+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f_{n}(s, t) d t d s ;(x, y) \in J
\end{gathered}
$$

where $f_{n} \in S_{F, u^{(n)}}$ with $\left\|f_{n}\right\|=\left\|F\left(x, y, u_{n}\right)\right\|_{\mathscr{P}}$.
Set $J_{\sigma}:=[0, \sigma a] \times[0, \sigma b]$; for any $\sigma \in[0,1]$. Let us introduce the following hypotheses.
$\left(H_{1}^{\prime}\right)$ The multifunction $F: J \times E \rightarrow \mathscr{P}(E)$ is $L^{1}$-Carathéodory,
$\left(H_{2}^{\prime}\right)$ There exist a constant $\rho>0$ and a Carathéodory function $w: J \times[0, \rho] \rightarrow[0, \infty)$ such that $w(x, y,$.$) is nondecreasing$ for almost all $(x, y) \in J$, and the inequality

$$
\begin{equation*}
H_{d}(F(x, y, u), F(x, y, \bar{u})) \leq w\left(x, y,\|u-\bar{u}\|_{E}\right) \tag{11}
\end{equation*}
$$

holds for all $(x, y) \in J$ and $u, \bar{u} \in E$ such that $\|u-\bar{u}\|_{E} \leq \rho$,
$\left(H_{3}^{\prime}\right) v \equiv 0$ is the only function in $\mathscr{C}\left(J_{\lambda},[0, \rho]\right)$ satisfying the integral inequality

$$
\begin{equation*}
v(x, y) \leq \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w(s, t, v(s, t)) d t d s \tag{12}
\end{equation*}
$$

with $\sigma \leq \lambda \leq 1$.
Theorem 2. Assume that the hypotheses $\left(H_{1}^{\prime}\right)-\left(H_{3}^{\prime}\right)$ are satisfied. Then the successive approximations $u^{(n)} ; n \in \mathbb{N}$ are well defined and converge to the unique solution of the problem (6)-(5) uniformly on J.

Proof. From $\left(H_{1}^{\prime}\right)$, the successive approximations are well defined. Furthermore, the sequences $\left\{u^{(n)}(x, y) ; n \in \mathbb{N}\right\}$ is equi-continuous on $J$. Let

$$
\tau:=\sup \left\{\sigma \in[0,1]:\left\{u^{n}(x, y)\right\} \text { converges uniformly on } J_{\sigma}\right\} .
$$

If $\tau=1$, then we have the global convergence of successive approximations. Suppose that $\tau<1$, then the sequence $\left\{u^{(n)}(x, y)\right\}$ converges uniformly on $J_{\tau}$. Since this sequence is equi-continuous, then it converges uniformly to a continuous function $\tilde{u}(x, y)$. If we prove that there exists $\lambda \in(\tau, 1]$ such that $\left\{u^{n}(x, y)\right\}$ converges uniformly on $J_{\lambda}$, this will yield a contradiction.

Put $u(x, y)=\tilde{u}(x, y)$; for $(x, y) \in J_{\tau}$. From $\left(H_{2}^{\prime}\right)$, there exist a constant $\rho>0$ and a Carathéodory function $w: J \times$ $[0, \rho] \rightarrow[0, \infty)$ satisfying inequality (11). Also, there exist $\lambda \in[\tau, 1]$ and $n_{0} \in \mathbb{N}$, such that, for all $(x, y) \in J_{\lambda}$ and $n, m>n_{0}$, we have

$$
\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E} \leq \rho .
$$

For any $(x, y) \in J_{\lambda}$, put

$$
v^{(n, m)}(x, y)=\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E}, \text { and } v^{(k)}(x, y)=\sup _{n, m \geq k} v^{(n, m)}(x, y) .
$$

Since the sequence $v^{(k)}(x, y)$ is non-increasing, it is convergent to a function $v(x, y)$ for each $(x, y) \in J_{\lambda}$. From the equicontinuity of $\left\{v^{(k)}(x, y)\right\}$ it follows that $\lim _{k \rightarrow \infty} v^{(k)}(x, y)=v(x, y)$ uniformly on $J_{\lambda}$. Furthermore, for $(x, y) \in J_{\lambda}$ and $n, m \geq k$, there exist $f_{n-1} \in S_{F \circ u_{n-1}}$ and $f_{m-1} \in S_{F \circ u_{m-1}}$ with $\left\|f_{n-1}\right\|=\left\|F\left(x, y, u_{n-1}\right)\right\|_{\mathscr{P}}$ and $\left\|f_{m-1}\right\|=\left\|F\left(x, y, u_{m-1}\right)\right\|_{\mathscr{P}}$, such that

$$
\begin{aligned}
v^{(n, m)}(x, y) & =\left\|u^{(n)}(x, y)-u^{(m)}(x, y)\right\|_{E} \\
& \leq \sup _{(s, t) \in[0, x] \times[0, y]}\left\|u^{(n)}(s, t)-u^{(m)}(s, t)\right\|_{E} \\
& \leq \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times\left\|f_{n-1}(s, t)-f_{m-1}(s, t)\right\|_{E} d t d s \\
& \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \left.\left.\times H_{d}\left(F\left(s, t, u_{n-1}\right)\right), F\left(s, t, u_{m-1}\right)\right)\right) d t d s .
\end{aligned}
$$

Thus, by (11) we get

$$
\begin{aligned}
v^{(n, m)}(x, y) & \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times w\left(s, t,\left\|u^{(n-1)}(s, t)-u^{(m-1)}(s, t)\right\|_{E}\right) d t d s \\
& =\int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w\left(s, t, v^{(n-1, m-1)}(s, t)\right) d t d s .
\end{aligned}
$$

Hence

$$
v^{(k)}(x, y) \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w\left(s, t, v^{(k-1)}(s, t)\right) d t d s
$$

By the Lebesgue dominated convergence theorem we get

$$
v(x, y) \leq \int_{0}^{\lambda a} \int_{0}^{\lambda b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} w(s, t, v(s, t)) d t d s .
$$

Then, by the Carathéodory condition (iii), and $\left(H_{3}^{\prime}\right)$ we get $v \equiv 0$ on $J_{\lambda}$, which yields that $\lim _{k \rightarrow \infty} v^{(k)}(x, y)=0$ uniformly on $J_{\lambda}$. Thus $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ is a Cauchy sequence on $J_{\lambda}$. Consequently $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ is uniformly convergent on $J_{\lambda}$ which yields the contradiction.

Thus $\left\{u^{(k)}(x, y)\right\}_{k=1}^{\infty}$ converges uniformly on $J$ to a continuous function $u^{*}(x, y)$. By the Carathéodory condition (iii) and the Lebesgue dominated convergence theorem, for each $(x, y) \in J$ we get

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f_{k}(s, t) d t d s \\
& =\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f_{*}(s, t) d t d s
\end{aligned}
$$

where $f_{k} \in S_{F \circ u_{k}}$ and $f_{*} \in S_{F \circ u_{*}}$ with $\left\|f_{k}\right\|=\left\|F\left(x, y, u_{k}\right)\right\|_{\mathscr{P}}$ and $\left\|f_{*}\right\|=\left\|F\left(x, y, u_{*}\right)\right\| \mathscr{P}$. This yields that $u^{*}$ is a solution of the problem (6)-(5).

Finally, we show the uniqueness of solutions of the problem (6)-(5). Let $u_{1}$ and $u_{2}$ be two solutions of (8). As above, put

$$
\tau:=\sup \left\{\sigma \in[0,1]: u_{1}(x, y)=u_{2}(x, y) \text { for }(x, y) \in J_{\sigma}\right\},
$$

and suppose that $\tau<1$. There exist a constant $\rho>0$ and a comparison function $w: J_{\tau} \times[0, \rho] \rightarrow[0, \infty)$ satisfying inequality (10). We choose $\lambda \in(\sigma, 1)$ such that

$$
\left\|u_{1}(x, y)-u_{2}(x, y)\right\|_{E} \leq \rho ; \text { for }(x, y) \in J_{\lambda}
$$

Then for all $(x, y) \in J_{\lambda}$ we obtain

$$
\begin{aligned}
\left\|u_{1}(x, y)-u_{2}(x, y)\right\|_{E} & \leq \int_{0}^{\tau a} \int_{0}^{\tau b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times H_{d}\left(F\left(s, t, u_{1}(s, t)\right), F\left(s, t, u_{2}(s, t)\right)\right) d t d s \\
& \leq \int_{0}^{\tau a} \int_{0}^{\tau b} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} \\
& \times w\left(s, t,\left\|u_{1}(s, t)-u_{2}(s, t)\right\|_{E}\right) d t d s .
\end{aligned}
$$

Again, by the Carathéodory condition (iii), and $\left(H_{3}^{\prime}\right)$ we get $u_{1}-u_{2} \equiv 0$ on $J_{\lambda}$. This gives $u_{1}=u_{2}$ on $J_{\lambda}$, which yields a contradiction. Consequently, $\tau=1$ and the solution of the problem (6)-(5) is unique on $J$.

## 4 Examples

Let

$$
E=l^{1}=\left\{w=\left(w_{1}, w_{2}, \ldots, w_{p}, \ldots\right): \sum_{p=1}^{\infty}\left|w_{p}\right|<\infty\right\}
$$

be the Banach space with the norm

$$
\|w\|_{E}=\sum_{p=1}^{\infty}\left|w_{p}\right| .
$$

Example 1. Consider the following partial hyperbolic functional differential equation of the form

$$
\begin{equation*}
\left({ }^{c} D_{\theta}^{r} u_{p}\right)(x, y)=\frac{x y e^{x+y-3}}{1+\left|u_{p}(x, y)\right|} ;(x, y) \in[0,1] \times[0,1] ; p \in \mathbb{N}^{*} \tag{13}
\end{equation*}
$$

with the initial conditions

$$
\left\{\begin{array}{l}
u(x, 0)=\left(1+x^{2}, 0, \ldots, 0, \ldots\right) ; x \in[0,1],  \tag{14}\\
u(0, y)=\left(e^{y}, 0, \ldots, 0, \ldots\right) ; y \in[0,1],
\end{array}\right.
$$

where $\left(r_{1}, r_{2}\right) \in(0,1] \times(0,1]$,

$$
u=\left(u_{1}, u_{2}, \ldots, u_{p}, \ldots\right),{ }^{c} D_{\theta}^{r} u=\left({ }^{c} D_{\theta}^{r} u_{1},{ }^{c} D_{\theta}^{r} u_{2}, \ldots,{ }^{c} D_{\theta}^{r} u_{p}, \ldots\right), f=\left(f_{1}, f_{2}, \ldots, f_{p}, \ldots\right)
$$

For each $p \in \mathbb{N}^{*}$, set

$$
f_{p}(x, y, u(x, y))=\frac{x y e^{x+y-3}}{1+\left|u_{p}(x, y)\right|} ;(x, y) \in[0,1] \times[0,1] .
$$

For each $u, \bar{u} \in E, p \in \mathbb{N}^{*}$ and $(x, y) \in[0,1] \times[0,1]$ we have

$$
\left|f_{p}(x, y, u)-f_{p}(x, y, \bar{u})\right| \leq x y e^{x+y}\left|u_{p}-\bar{u}_{p}\right|
$$

Thus, for each $u, \bar{u} \in E$ and $(x, y) \in[0,1] \times[0,1]$, we get

$$
\begin{aligned}
& \|f(x, y, u(x, y))-f(x, y, \bar{u}(x, y))\|_{E} \\
& =\sum_{p=1}^{\infty}\left|f_{p}(x, y, u(x, y))-f_{p}(x, y, \bar{u}(x, y))\right| \\
& \leq x y e^{x+y} \sum_{p=1}^{\infty}\left|u_{p}-\bar{u}_{p}\right| \\
& =x y e^{x+y}\|u-\bar{u}\|_{E} .
\end{aligned}
$$

This means that condition (9) holds with any $(x, y) \in[0,1] \times[0,1], \rho>0$ and a comparison function $w:[0,1] \times[0,1] \times$ $[0, \rho] \rightarrow[0, \infty)$ given by

$$
w(x, y, v)=x y e^{x+y} v .
$$

We see that $w$ satisfies the Carathéodory conditions with $\delta:[0,1] \times[0,1] \rightarrow[0, \infty)$ given by $\delta(x, y)=\rho x y e^{x+y}$.
The integral equation (10) in our case takes the form

$$
\begin{equation*}
v(x, y) \leq \int_{0}^{x} \int_{0}^{y} \frac{s t(x-s)^{r_{1}-1}(y-t)^{r_{2}-1} e^{s+t}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} v(s, t) d t d s \tag{15}
\end{equation*}
$$

Since $w$ is nondecreasing with respect to $v$, then integral inequality (18) has only the zero solution. Consequently, Theorem 1 implies that the successive approximations $u^{(n)} ; n \in \mathbb{N}$, defined by

$$
\begin{gathered}
u^{(0)}(x, y)=\left(x^{2}+e^{y}, 0, \ldots, 0, \ldots\right) ;(x, y) \in[0,1] \times[0,1] \\
u^{(n+1)}(x, y)=u^{(0)}(x, y) \\
+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f\left(s, t, u^{(n)}(s, t)\right) d t d s ;(x, y) \in[0,1] \times[0,1]
\end{gathered}
$$

converge to a unique solution of the problem (13)-(14) uniformly on $[0,1] \times[0,1]$.
Example 2. Consider now the following partial functional differential inclusion of the form

$$
\begin{equation*}
\left({ }^{c} D_{\theta}^{r} u_{p}\right)(x, y) \in\left[\frac{x y e^{x+y-3}}{\left(1+2^{p}\right)\left(1+\left|u_{p}(x, y)\right|\right)}, \frac{x y e^{x+y-3}}{2^{p}\left(1+\left|u_{p}(x, y)\right|\right)}\right] ;(x, y) \in[0,1] \times[0,1] ; p \in \mathbb{N}^{*}, \tag{16}
\end{equation*}
$$

with the initial conditions

$$
\left\{\begin{array}{l}
u(x, 0)=\left(1+x^{2}, 0, \ldots, 0, \ldots\right) ; x \in[0,1]  \tag{17}\\
u(0, y)=\left(e^{y}, 0, \ldots, 0, \ldots\right) ; y \in[0,1]
\end{array}\right.
$$

where $\left(r_{1}, r_{2}\right) \in(0,1] \times(0,1]$,

$$
u=\left(u_{1}, u_{2}, \ldots, u_{p}, \ldots\right),{ }^{c} D_{\theta}^{r} u=\left({ }^{c} D_{\theta}^{r} u_{1},{ }^{c} D_{\theta}^{r} u_{2}, \ldots,{ }^{c} D_{\theta}^{r} u_{p}, \ldots\right), F=\left(F_{1}, F_{2}, \ldots, F_{p}, \ldots\right)
$$

For each $p \in \mathbb{N}^{*}$, set

$$
F_{p}(x, y, u(x, y))=\left[\frac{x y e^{x+y-3}}{\left(1+2^{p}\right)\left(1+\left|u_{p}(x, y)\right|\right)}, \frac{x y e^{x+y-3}}{2^{p}\left(1+\left|u_{p}(x, y)\right|\right)}\right] ;(x, y) \in[0,1] \times[0,1] ; p \in \mathbb{N}^{*}
$$

For each $u, \bar{u} \in E,(x, y) \in[0,1] \times[0,1]$ and $p \in \mathbb{N}^{*}$, we have

$$
H_{d}\left(F_{p}\left(t, x, u_{p}\right)-F_{p}\left(t, x, \bar{u}_{p}\right)\right) \leq x y e^{x+y-3}|u-\bar{u}|
$$

Thus,

$$
\begin{aligned}
H_{d}(F(x, y, u(x, y)), F(x, y, \bar{u}(x, y))) & =\sum_{p=1}^{\infty} H_{d}\left(F_{p}\left(x, y, u_{p}(x, y)\right), F_{p}\left(x, y, \bar{u}_{p}(x, y)\right) \mid\right. \\
& \leq x y e^{x+y-3} \sum_{p=1}^{\infty}\left|u_{p}-\bar{u}_{p}\right| \\
& =x y e^{x+y-3}\|u-\bar{u}\|_{E}
\end{aligned}
$$

This means that condition (10) holds with any $(x, y) \in[0,1] \times[0,1], \rho>0$ and a comparison function $w:[0,1] \times[0,1] \times$ $[0, \rho] \rightarrow[0, \infty)$ given by

$$
w(x, y, v)=x y e^{x+y} v
$$

We see that $w$ satisfies the Carathéodory conditions with $\delta:[0,1] \times[0,1] \rightarrow[0, \infty)$ given by $\delta(x, y)=\rho x y e^{x+y}$.

The integral inequality (18) in our case takes the form

$$
\begin{equation*}
v(x, y) \leq \int_{0}^{x} \int_{0}^{y} \frac{s t(x-s)^{r_{1}-1}(y-t)^{r_{2}-1} e^{s+t}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} v(s, t) d t d s . \tag{18}
\end{equation*}
$$

Since $w$ is nondecreasing with respect to $v$, then integral inequality (18) has only the zero solution. Defined the successive approximations $u^{(n)} ; n \in \mathbb{N}$ by

$$
\begin{gathered}
u^{(0)}(x, y)=\left(x^{2}+e^{y}, 0, \ldots, 0, \ldots\right) ;(x, y) \in[0,1] \times[0,1], \\
u^{(n+1)}(x, y)=u^{(0)}(x, y) \\
+\int_{0}^{x} \int_{0}^{y} \frac{(x-s)^{r_{1}-1}(y-t)^{r_{2}-1}}{\Gamma\left(r_{1}\right) \Gamma\left(r_{2}\right)} f^{(n)}(s, t) d t d s ;(x, y) \in[0,1] \times[0,1],
\end{gathered}
$$

where

$$
\begin{gathered}
f^{(n)}(x, y)=\left(f_{1}^{(n)}(x, y), f_{2}^{(n)}(x, y), \ldots, f_{p}^{(n)}(x, y), \ldots\right) \in S_{F, u^{(n)}}, \\
f_{p}^{(n)}(x, y)=\frac{x y}{2^{p}} e^{x+y-3} ; p \in \mathbb{N}^{*}
\end{gathered}
$$

and

$$
\left\|f^{(n)}\right\|=\left\|F\left(x, y, u^{(n)}\right)\right\|_{\mathscr{P}}=e^{-1}
$$

Consequently, Theorem 2 implies that the successive approximations $u^{(n)} ; n \in \mathbb{N}$, converge to a unique solution of the problem (16)-(17) uniformly on $[0,1] \times[0,1]$.

## 5 Conclusion

In the present work, the global convergence of successive approximations to the unique solution of some classes of partial functional differential equations and inclusions involving the Caputo fractional derivative was studied. A theorem on the global convergence of successive approximations to the unique solution of our problems is obtained.

## References

[1] I. Area, H. Batarfi, J. Losada, J. J. Nieto, W. Shammakh and A. Torres, On a fractional order Ebola epidemic model, Adv. Difference Equ. 2015, 278, 12 pp (2015).
[2] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific, Singapore, 2000.
[3] J. Klafter, S.C. Lim and R. Metzler, Fractional Dynamics: Recent Advances, World Scientific, NJ, 2012.
[4] C. Shen, H. Zhou and L. Yang, Existence and nonexistence of positive solutions of a fractional thermostat model with a parameter, Math. Meth. Appl. Sci. 39, 4504-4511 (2016).
[5] V. E. Tarasov, Fractional Dynamics. Applications of Fractional Calculus to Dynamics of Particles, Fields and Media. Springer, Heidelberg, 2010.
[6] S. Abbas, M. Benchohra and G.M. N'Guérékata, Topics in Fractional Differential Equations, Springer, New York, 2012.
[7] S. Abbas, M. Benchohra and G.M. N'Guérékata, Advanced Fractional Differential and Integral Equations, Nova Science Publishers, New York, 2015.
[8] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and Applications of Fractional Differential Equations. North-Holland Mathematics Studies, 204. Elsevier Science B.V., Amsterdam, 2006.
[9] K. S. Miller and B. Ross, An Introduction to the Fractional Calculus and Differential Equations, John Wiley, New York, 1993.
[10] Y. Zhou, Basic Theory of Fractional Differential Equations, World Scientific, Singapore, 2014.
[11] S. Abbas and M. Benchohra, Partial hyperbolic differential equations with finite delay involving the Caputo fractional derivative, Commun. Math. Anal. 7 ), 62-72 (2009).
[12] S. Abbas and M. Benchohra, Fractional order integral equations of two independent variables, Appl. Math. Comput. 227, 755-761 (2014).
[13] S. Abbas, M. Benchohra and A. N. Vityuk, On fractional order derivatives and Darboux problem for implicit differential equations, Frac. Calc. Appl. Anal. 15, 168-182 (2012).
[14] S. Abbas, M. Benchohra and Y. Zhou, Fractional order partial functional differential inclusions with infinite delay, Proc. A. Razmadze Math. Inst. 154, 1-19 (2010).
[15] A. N. Vityuk and A. V. Golushkov, Existence of solutions of systems of partial differential equations of fractional order, Nonlinear Oscil. 7 (3), 318-325 (2004).
[16] A. N. Vityuk and A. V. Mikhailenko, The Darboux problem for an implicit fractional-order differential equation, J. Math. Sci. 175 (4), 391-401 (2011).
[17] A. N. Vityuk and A. V. Mikhailenko, On a class of fraction order differential equations, Nonlinear Oscil. 11 (3), 307-319 (2008).
[18] A. N. Vityuk and A. V. Mikhailenko, Darboux problem for differential equation with mixed regularized derivative of fractional order, Nonlinear Stud. 20 (4), 571-580 (2013).
[19] F. S. De Blasi and J. Myjak, Some generic properties of functional differential equations in Banach space, J. Math. Anal. Appl. 80, 19-30 (1981).
[20] H. Y. Chen, Successive approximations for solutions of functional integral equations, J. Math. Anal. Appl. 80, 19-30 (1981).
[21] L. Faina, The generic property of global covergence of successive approximations for functional differential equations with infinite delay, Commun. Appl. Anal., 3 219-234 (1999).
[22] J. S. Shin, Global convergence of successive approximations of solutions for functional differential equations with infinite delay, Tôhoku Math. J. 39, 557-574 (1986).
[23] T. Człapiński, Global convergence of successive approximations of the Darboux problem for partial functional differential equations with infinite delay, Opuscula Math. 34 (2), 327-338 (2014).
[24] S. Abbas, W. Albarakati, M. Benchohra and J. J. Nieto, Global convergence of successive approximations for partial Hadamard integral equations and inclusions, Comput. Math. Appl., doi: 10.1016/j.camwa.2016.04.030 (2017).
[25] K. Deimling, Multivalued Differential Equations, Walter De Gruyter, Berlin-New York, 1992.
[26] L. Gorniewicz, Topological Fixed Point Theory of Multivalued Mappings, Mathematics and its Applications, 495, Kluwer Academic Publishers, Dordrecht, 1999.
[27] M. Kisielewicz, Differential Inclusions and Optimal Control, Kluwer Academic Publishers, Dordrecht, The Netherlands, 1991.


[^0]:    * Corresponding author e-mail: yzhou@xtu.edu.cn

