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Abstract: Petri nets are becoming one of the most important matheahébials in Computer Science. In this paper we propose a new
firing strategy in Petri Nets callaparallel firing strategyand study some mathematical propertiesaicurrent grammarsvhich are
controlled by Petri nets under parallel firing strategies.bpose sommodeson this strategy and a notion of concurrent context-free
grammar which is a similar to the context-free Petri netsenpérallel firing strategy, where parallel firing modes afitext-free Petri
nets were converted to rule applications in context-freggmnars. Moreover, we investigate some their properties.
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1 Introduction various kinds of dynamic event-driven systems such as
computer networks 1, communication systemsZ2],
The rapid evolution of computing, communication, manufacturing plants3], command and control systems
network, and sensor technologies has brought about thfd], real-time computing systems][ logistic networks
proliferation of computer-integrated systems, mostly[6], and workflows [] to mention only a few important
technological and often highly complex. These systemsexamples. This wide spectrum of applications is
indispensable for our modern life, include air traffic accompanied by wide spectrum different aspects which
control systems; automated manufacturing systemshave been considered in the research on Petri nets. One of
computer and communication networks; embedded andhe fundamental approaches in this area is to consider
networked systems; and software systems. The challeng@etri nets as language generators. If the transitions in a
for the researchers and engineers is the planningPetri net are labeled with a set of symbols, a sequence of
modeling, analysis, verification, control, schedulinggdan transition firing generates a string of symbols. The set of
control implementation. Petri nets are increasingly strings generated by all possible firing sequences defines
becoming one of the most important mathematical toolsa language called a Petri net language. With different
to handle the above problems. kinds of labeling functions and different kinds of final
As Petri nets combine a well defined mathematical theorymarking sets, various classes of Petri net languages were
with a graphical representation of the dynamic behaviorintroduced and investigated by Ha@{ find Petersord].
of systems, they have become a powerful modeling Recently in [L0,11,12,13] different variants of a Petri
formalism in computer science, system engineering andiet controlled grammar were introduced, which is a
many other disciplines. The theoretic outlook of Petri netscontext-free grammar equipped with a Petri net, whose
allows exact modeling and analysis of system behaviorfransitions are labeled with rules of the grammar or the
while the graphical representation of Petri nets enableempty string, and the associated language consists of all
visualization of the modeled system state changes. Thiserminal strings which can be derived in the grammar.
combination is the main reason for the great success oThe sequence of rules in every terminal derivation
Petri nets. Hence, Petri nets have been used to modelorresponds to some occurrence sequence of transitions
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of the Petri net which is enabled at the initial marking and = is denoted by=*. A derivation using the sequence of

finished at a final marking of the net. It can be consideredrulest=rir,---ry is denoted by= 1 or= riry---ry.

as mathematical models for the study of concurrentThe language generated by G is defined by

systems appearing in systems biology and automated(G) = {w € X* | S="* w}. The family of context-free

manufacturing systems. The distinguished feature of allanguages is denoted W@F. Context-free grammar is

of these variants is that the transitions of a Petri net firecalled linear if all production rules have a form

sequentially. The concept of maximal parallelity in Petri RCV x (Z*VX*UZX™*). The family of linear languages is

nets was studied by Burkhard id4]. Another different  denoted by.IN.

viewpoint on the parallel firing of transitions in Petri nets

was taken by Farwer, Kudlek and Rolke tb[16], where

Turing Machines (called Concurrent Turing Machines)

with Petri nets as a finite control were introduced. The

variant of the Concurrent Finite Automation (CFA) has

been defined and studied iag]. In [17]were compared A multisetover an alphabek is a mappingu : > — N.

some modes of firing transitions in Petri nets andThe set> is called thebasic setof a multisetv and the

investigated classes of languages specified by them. Ielements of is called thebasic elementsf a multisety.

this paper we extend a new variant of theoretical modelsA multiset u over an alphabeX = {a;,ay,...an} can be

for parallel computation using Petri nets under paralleldenoted by

firing strategies, which were introduced 1819, 7].

These grammars are called grammars controlled by Petri U= (u(a)as, 4(az)ay,...,t(an)an)

nets under parallel firing strategies (concurrent

grammars), i.e. the transitions of a Petri net fire whereu(a), 1 <i < n, is the multiplicity ofa, or as a

simultaneously in different modes. We investigate somevector

properties of the concurrent context-free languages and p = (u(ay), 1(ag),..., 1(an)),

compare with other known grammars. For instance, show

some examples of concurrent context-free grammarsr as the setin which each basic elemeeats occursu(a)

which can generate non-context free languages. Notedjmes

these languages can not be generated by Petri Net

controlled grammars in the sequential case. u={a,...,a1,82,...,82,...,8n,...,an}-
—— — N——

2.2 Multisets

u(ag) u(az) p(an)

2 Preliminaries The empty multiset is denoted Igythat ise(a) = O for
allac 2. The set of all multisets oveX is denoted by ®.
2.1 Grammars and Languages Sinces is finite, ¥® = NI*I. The power (or cardinality) of

amultisetu = (u(a1), 1(az),. .., H(an)) denoted byu|, is
LetN be the set of all non-negative integers affdbe the 57, 1. A multisety is asetif and only if u(a) < 1 for all
set of all vectors ofk non-negative integers. The ac 5. For two multisetsu andv over the same alphabet
cardinality of a setX is denoted by|X|. Let = be an s\ o qefine
alphabetwhich is a finite nonempty set of symbols. A ™’
string over the alphabef is a finite sequence of symbols  _theinclusionu C v by
from Z. Theemptystring is denoted by . The set of all
strings over the alphabét is denoted by *. A subset of p Cvifandonlyif u(a) < v(a) forallae 5;
2* is called alanguage Thelengthof a stringw, denoted
by |w|, is the number of occurrences of symbolsinThe —thesump & v by
number of occurrences of a symbalin a stringw is

denoted bywa. (U v)(a) = pu(a)+v(a) foreachac =,
A context-free grammar is a quadruple
G = (V,Z,SR) whereV andX are disjoint finite sets of and we denote the sum of multiseus, L, . .., Uk by
nonterminalandterminal symbols, respectivel € V is K W, ie.,
the start symbol andR C V x (V U X)* is a finite set of
(production) rules Usually, a rule(A x) is written as k
A — X. Arule of the formA — A is called arerasing rule Zlui =H1 D H2D - D Uy,
x € (VUZ)" directly derives ye (VU ZX)*, written as i=
X =y, iff there is a ruler = A — a € R such that )
X = X1Ax andy = x;ax,. The ruler : A— a € Ris said —thedifference © v by
to beapplicable in sentential fornx, if x = x;Ax, where
x1,%2 € (VU Z)* The reflexive and transitive closure of (Hev)(a) =max0,u(a) —v(a)} foreachac Z.
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2.3 Petri nets 2.4 Context-Free Petri Nets
A Petri net is a triple(P, T,d) whereP andT are finite A context-free (cf) Petri net is a Petri net

disjoint sets ofplacesand transitions respectively, and

N = (P,T,F,(D,B,y,l) where

0:T — P® x P? is a mapping which assigns to each e labeling function : P -V andy: T — R are

transitiont € T a paird(t) = (a, ). Graphically, a Petri

bijections;

net is represented by a bipartite directed graph with thee there is an arc from placg to transitiont if and only if

node setPUT where places are drawn adrcles
transitions asboxes For each transitiont € T with
0 = (a,B), the multiplicities a(p), B(p) of a place
p € P, give the number of arcs fromtot and fromt to p,
respectively. A multisets € P? is called amarking For
eachp € P, u(p) gives the number otokensin p.
Graphically, tokens are drawn as small sddiots inside
circles.

A place/transition nefp/t netfor short) is a quadruple
N = (P,T,d, o) where(P, T,d) is a Petri net; € P¥ is the
initial marking.

A transitiont € T with 3(t) = (a, ) is enabledat a
markingu € P? if and only if a C u. In this case we say
that t can occur (fire). Its occurrence transforms the
marking u into the marking u’ € P® defined by
p'=poaoB. Wewritey 5 to denote that may fire
in u, andu L ' to indicate that the firing of in u
leads toy’. A finite sequencéty -t ti € T,1 <i <Kk, is
called an occurrence sequenanabled at a marking
and finished at a markingy if there are markings
U1, U2, - .., U1 such that

t1 t2 1 tk
H—H — ... — M1 — Hk
. . t1to--f,
In short this sequence can be written as*>— L or

u AN Uk Wherev = tito - - - ty. For each K i <k, marking
pi is calledreachablefrom marking p. % (N, ) C P?

denotes the set of all reachable markings from a marking

u.

LetN = (P,T,9,1) be a p/t netanéF C Z(N,1) be a
set of markings which are callefinal markings An
occurrence sequengeof transitions is calleguccessful
for F if it is enabled at the initial marking and finished
at a final markingr of F. If F is understood from the
context, we say thatv is a successful occurrence
sequence

A labeled Petri nets a tupleK = (A,N, y,F) whereA
is an alphabet\ = (P, T,d,1)isap/tnety: T —AU{A}
is a transition labeling function arfel C 2 (N, 1).

The labeling functiony is extended to occurrence
sequences in natural way, i.e.vif € T* is an occurrence
sequence thep(vt) = y(v)y(t) andy(A) = A . For an
occurrence sequence € T*, y(v) is called alabel
sequence

A Petri net languagef K with respect to a transition
labeling functiony and a final marking sd% is defined by

L(K) = {y(v) € A* | 1 % u wherev € T* andu € F}.

y(t) = A— a andB(p) = A. The weight of the ar¢p,t)

is 1;

e there is an arc from transitiarto placep if and only if

y(t) =A— a andB(p) = x where|a|y > 0. The weight
of the arc(t, p) is |aly;

e the initial marking! is defined by (b~%(S)) = 1 and
1(p)=0forallpe P—{B~49}

Example lLet G; be a context-free grammar with the
rules:ro: S— bSbhr;:S—Ar:A—aArs:A—a

(the other components of the grammar can be seen from
these rules). Figure 1 illustrates a cf Petri net with respec
to the grammafG;. Obviously,L(G;) = {b"a™?" | m >
1,n>0}.

(I 3

Figure 1. A Context-Free Petri net

2.5 Multisteps

Let G = (V,X,SR) be context-free grammar.
K= (A,N,y,F), N=(PT,d,1), be a labeled Petri net
such thatA = R Let A = {ty,to,...,tx} € T with
o(t) = (ai, () for 1 <i <k

Definition 1.The transitions of a multiset € A? are
simultaneously/parallelly enabled/firable at a marking
u € Z(N,1) if and only if

k

Ziv(ti)ai Cu.

Then the transitions of parallelly fireresulting in the new
markingu’ defined by

p=u @iiv(ti)ai @iiv(ti)ﬁi-
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A multiset v whose transitions fire parallelly is called a (iii))in k modedenoted by modk, if |v| < k.
mu|t|step We write u _) IJ/ to denote that the a (lV)ln a nonterminal labeled momnOtEd byn if ne

multistepv at u leads tou Let X = {t1,tp,...,tx} C T
with tj = (a7, 5), 1<i <k, andleta multistepv e X% be

enabled at a markingt € P®. We will define some
special types(modes) of multisteps with respect to the

basic sets and multisets.

1.The multistepv is called in k modeif |v| = k.
Similarly, v is called in < k mode ¢ k mode) if
V] < k(jv| > k).

2.LetA € V.The multistepv is called inA-nonterminal
labeled modéf Ta = {t € T : y(t) = A— a for some
A— a eR}.

3.Letr € RThe multistepv is called inr-rule labeled
modeif T, ={teT:yt)=r}

4.The multistep is called inwidemode ifv(t) > O for
allt e Xand
X=Tor
forallv' € Y, whereX CY CT,

tgdmazu,

5.The multistep is called inglobalmode if and only if
forall n € X9,

k
_zin(ti)ai Cuimplyn =v.

6.The multistepy is called a instepmode ifv is a set,
i.e.,v C X.

2.6 Parallel Firing Strategy in Context-Free
Petri Nets

Definiton2.Let R = {ry,r,---rn} € R, where

r=A — ai(1 <i<n) are applicable rules in the

sentential form x.

Multiset R® = {p(r1)ry,p(r2)rz---p(ror(t < n) is

called parallelly applicable in the sentential form x if x

can be represented as=x x1Ai;XoA, - - - XAj X1 Where
{A;, 1< <k} ={p(r1)As,p(r2)Az,- - p(ro)A,t <kj.

A set of all multisets of parallelly applicable rules in the

sentential form x is denoted liy APB(Y)

Definition 3.Let X = XA XA;-- and

“XmAmXm+1

y: X1UpXoU2 - - - XmUmXm+1, Where xe (VU X)* (1 <i <
+1),Aj e Viouyy e VUX)*(1 < j <m), and
{r. NH=A—-u,1<i<mjCR. LetvCDapp(X) is a

multiset. We say that x directly derivesy.

()in a multistep modeenoted bym, if a multisetv C
Dapp(X)
(i)in a step modglenoted by, if v C R.

D;pp(x andn= {r:r =A — ui}, whereA; = A for
any 1< j<m;
(v)in arule labeled modeenoted by, if r € Dapp(x) and

r={r:r=A — U}, whereAj =
any1<j<m

= A anduj = u; for

(vi)in a global modedenoted byg, if g € Dapp(x) andgu
re Dapp(x> for anyr € R
(vii)in a wide modedenoted byw, if w e Dapp(x and
ethe multisetw consists all rules; € R
or
sthe multisetp Uri) ¢ O, ., foranyri € R (¢ w)
and

p={p1(r1),p2(r2),---p(re)} T w, wherep;(r;) >

lforalll<i<t

It is also of interest to consider some combined cases
of these modes.
We denote byvs wg, wk wn, ng, nk, rg, rk, kg, respectively
wide step, wide global, wide k, wide nonternimal
labeled,nonterminal labeled global, nonternimal labeled
k, rule labeled global, rule labeled&ndk globalmodes.
LEt F = {m7 S7 k7 n7 r7 97 W7 WS ng Wk7 Wn7 ng7 nk7 rg7 rk7 kg}
We use a general notion=- [ f ]y if x directly derives y
in f mode, wheref € F. The reflexive and transitive
closure of=[ f | is denoted by=-[ f |x.

Definition 4.A concurrent context-free grammar in f
mode is a tupleZ = (V,2,S R f) where G= (V,2,S R)
is a context-free grammar anddg F.

Definition 5.The language (¢) generated by concurrent
context-free grammar in f mode is defined by
L(¥)={we X" | S=[ f Jxw}.

The family of languages generated by concurrent context-
free grammars iri mode is denoted bjCF, wheref € F.

2.7 Results

In this section we investigate some properties of the
concurrent context-free grammars. Based on the previous
definitions and examples, the instance results are as
follows:

Let F = {m,sk,n,r,g,w,wswg,wk wn,ng,nk rg,rk,kg}

is set of modes.

Theorem 1LIN = fLIN, where fc F.

Proof.

By the definition, every rule of the linear grammar has a
form R C V x (Z*VX* U X*), therefore in every
derivation step a sentential form of the grammar has at
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most one nonterminal. So all modes of the concurrent3 Conclusion
linear grammar has the same derivation step with linear

grammatr.

Theorem 2CF = xCF, where »x {s,m,k}.

Proof.

Now we show thaCF = sCF

a)CF C sCF

We suppos& = (V, 2, S R) is context free grammar and
L(G) is context free language. L& = (V',2',S,R59)
concurrent context free grammar $mode and_(G') is
concurrent context free language srmode. LetD € G
andD’ € G’ are derivations of corresponding grammars.
First, we show that any derivatidh € G can be simulated
by some derivatio®’ € G'.

It follows directly from definitions oCF andsCF. Since
only one single rule is used in every derivation stefDof
we can choose a derivati@i same as with derivatioD.
Second, we show that any derivatiDhe G’ can also be
simulated by some derivatidn € G.

LetD': S= D] = D) = s3D5... = 5D} = w(D’),
wheres C R={ry,r,....,r}. (rj #r forany j #1,1 <
.l <n).

Lets = {s.¢.--5} CR
where§ € R(1<i<k1<j<k).
We construcD from D’ by changing each derivation step
= sD{ € D’ to the sequence of derivation stepss| D, =
§2Di2... = %Dik inD.

b) the proof of the inclusiosCF C CF is the similar
to the proof ofCF C sCF.

Theorem 3rgCF —CF = 0.

Proof.

Let Gy (V,Z,S Rrg) is concurrent context-free
grammar inrg mode , wherdR={r; : S— SS,r,:S— a}
and X = {a}. It is clear, using the rule; increases
number ofS's two times in each derivation step.

S= I’1S2 = I’1S4 = I’188.... = I’152k.

Application of ther; rule in any step replaces &ls with
a’s, consequently S = w2, Therefore
L(Gp) = {a%" : n> 0} which is not context-free.
Another example which showgCF is not context free
grammar is Gy V,Z,SRrg), where
R={S— AAA—aAA— a forallac X}. It can be

easily seen that the grammar generate the languag

L(G1) = {ww: w € X} which is not context-free. For
example, ifZ = {a,b}, the set of labeled rules

ri: S— AA

ro: A— aA

r3: A— bA

rg: A—a

rs: A— b.

We have proposed a new variant of theoretical models for
parallel computation using Petri nets under parallel firing
strategies, called grammars controlled by Petri nets under
parallel firing strategies (i.e., concurrent grammars),
which are natural formal models of concurrent,
asynchronous, distributed, parallel, nondeterministid a
stochastic systems. Various concurrent grammars were
defined with respect to classes of Petri nets, firing modes,
labeling strategies and final marking sets. We consider a
context-free Petri net under parallel strategy and define
parallel firing modes. Moreover we convert these firing
modes to the rule application in context-free grammar and
introduced a conception of the concurrent grammars.
Some properties of the concurrent context-free grammars
are also investigated.
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