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Abstract: Protein sequences clustering based on their sequencengalttes attracted lots of research efforts in the last decade
The principal idea of most clustering systems is how to regmeand interpret protein sequences, which principaltgrdgnes the
performance of classifiers. In this paper, we proposed a nethadology, that definite a new descriptor to represent atefgret
each sequence using its Probability Densities Functiobd=}PThe Hellinger distance is used to measure the simjldmtween
the sequences. Afterward, a hierarchical algorithm isiagpb clustering proteins sequences using the Hellinggtadece. Two of
protein data sets are using for the experiments; the firstnexad between Influenza and Ebola virus and the second is af set
Influenza. We compare between a two Hierarchical Cluste&lggrithms, The first based on similarity measure is to uséhoas with
sequences alignments (HCAWSA). The second is the propggedach to the similarity measure is to use methods withegtiences
alignments.( HCAWOSA). The experiments result show thattoposed methodology is feasible and achieves good aycura
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1 Introduction alignment of the sequence yields good solutions, it is
, ) . ) , . relatively difficult to assemble a large number of
The increase in biological sequences informationseqyences because it's computational complexity. Also, if
resulting from the development of advanced yhe sequences vary in length, satisfactory alignment is
biotechnology and quantity of genetic information is gificult to realize, resulting in low the clustering
more rapidly than the speed at which it can analyde [ 5ccyracy. The second approach to the similarity measure

Clustering techniques offer a workable solution 10 5o use methods without alignments; 1,8,9,10,11]
handling and analysis of these growing rapidly genetic PR

data. Clustering aigorithms separate the sequences into " récent years, several measures without alignments
different significant groups biologically, thereby Nave been proposed for more information st 13 14,

facilitating prediction of the sequences functions sueti th 19} Different evaluating of the similarity between two
proteins function and genes functiorisd, 3]. vectors is used. We site for example the Euclidean

When a new protein assigned to a cluster, thedistance 16], the Mahalanobis distance 17],
biological properties of this cluster can be attributed to Kullback-Leibler divergence 1jg], the cosine distance
this protein with high confidence. On the other hand,[19 and the correlation coefficient of Pears@@]. Major
clustering of protein sequences can also help analyze th@lgorithms used in biological sequences clustering can

evolutionary relationships between the sequences in &1vide into two categories according to the result format:
cluster P, 3. partition clustering algorithms and hierarchical cluster

Clustering sequences of proteins need a computing oflgorithms 1],
similarity between sequences. There are two approaches Hierarchical classification widely used for detecting
for clustering according to the measure of similarity usedclusters in genomics data. It generates a set of partitions
in a method of clustering. The first based on the sequencthat form a cluster hierarchy. According to linkage
alignment. The similarity between two sequences ofcriteria, there are three hierarchical clustering methods
proteins measured by scores derived from an alignmenincluding single-linkage clustering (SL), complete
algorithm such as BLAST4] or FASTA [5]. While the  linkage clustering (CL) and average linkage clustering
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(AL) [22). With SL, clusters can be merged due to 2 Distance Metrics- Hellinger distance

sequence only be close to the other, although most of the

sequences of each group may be very distant from eacfThe concept has been developed to provide a metric for
other R3]. With CL, all sequences in the cluster similar to the distance between two different discrete probability
each other. AL viewed as an intermediate between thejistributions P and Q. Se&1,32,33].

complete linkage clustering and the single-linkage, Define as follows:

resulting in more homogenous than those obtained by

single-linkage. BlastClust2{] and GeneRage2h| are ) 1 N 9

employed the single linkage clustering approach. D(RP.Q) = 5_21(\/5— Vai) (1)

SWORDS P6] based on the profile of word frequencies 1=

to merge clusters hierarchically; and Uchiyan2d][use Note thatP andQ are described as-tuples (vectors)
the average linkage clustering algorithm to classify DNA of  probabilities, where P = pypy._pn  and

sequences. The clusters are formed such that the object$ = q; g, gn, pi andg; are assumed to be non-negative
in the same cluster are very similar, and the objects inreal numbers such thatp; = 1 andy g = 1.
different clusters are very distinct. The similarity mea&su ) ) T L ) ,
between objects must be selected and criterions function, Hellinger distance is a metric quantity, which means
which minimize the similarity between the objects that that it has the properties of non-negativity, the identity,
belonging to the same cluster and maximize the similarity"d Symmetry, besides, to obey the triangle inequality.
between the objects of different cluster2329,30). See B1,32,33. The Hellinger distance between two
variables can be computed between two variables if we
The different hierarchical clustering methods differ have explicit knowledge of the probability distributions.
the way they define the distance between alreadyn general, these probabilities are not known. There are
computed clusters, or between clusters and individuavarious methods for estimating the probability densities
sequences. Thus, we have: Nearest neighbor (singl&om observed data. Se81,32,33]. In this paper, we are
linkage), the furthest neighbor (complete linkage) and ancalculating _the exact probability densities functions for
average neighbor (average linka@9[_30]. every protein sequence.
Given a seriesx; and y; of n simultaneous
The basic hierarchical clustering algorithm (BHCA) observations for two random variablEsandY. Let fx (i)
proceeds as follows: denote the number of observatioris in X. The
probabilities then estimated as:

1. Compute all pair-wise distances between
the sequences fx (i)
=0 2)
2. Merge the sequences that are closest Pi = n
most similar) to each other . S
3. (Compute the)distance between the newly Let fy(j) denote the number of observationsjoh .
created cluster and all other sequences/clugters | "€ probabilities are estimated as:
4. Repeat 2. .
; g = fv(j) )
In this article, a new similarity measure is defined n .’

based on a new descriptor without alignments. Wewhere, Hellinger distance is computed using discrete

consider the Probability Densities Functions (PDF) of probabilities. Then Hellinger distance betweémandy is
each sequence as a descriptor to present the sequenedmputed as:

Then, the Hellinger distance between the PDF’'s of the
sequence is calculated to measure the similarity between )
the sequences. D(X,Y) =

z

(VP — Va&) 4)

NI =

The paper is organized as follows, In Section 2 we
explain the Hellinger distance, the definition of the
descriptor for each sequence, a new similarity (2.1 Sequence descriptor (Probability Densities
Computing the PDF) and a general methodology offFynctions (PDF))
hierarchical clustering methods. Section 3, experimental

results that contains datasets description, evaluation ofye gre calculating the PDF for every sequence, and then
similarity measure of the proposed algorithm, and gefined the distance between the sequences using equation
discussion In Section 4, the article finishes with the(4).Where PDE defined as follows:

conclusion. f:P — 101", f(s)=(pm, m=12,..20) and

In the following section, we are presenting Hellinger %Dm =1, whereR, is the set of proteins sequences see

distance and the computing of Probability DensitiesRef. [33]. Firstly we describe the PDF for the sequence as
Functions (PDF) for each sequence. the following:
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Compute the PDF of sequenge

Find pm:m%,mzl,z,...,zo. derived from human, birds and pigs, collected during
Where I(S) is the length of the sequen&e 1918-2014 years in Canada downloaded from Influenza
Nm is the number of letter m in the sequence, Virus Resource database National Center for
mbe|ongst0 the proteins a|phabets_ Biotechnology Information (NCB|) Up to 2014 the

Any clustering task characterized by three principlesdatabase of Influenza Virus Resource consists of about
pattern representation, definition of a similarity 300000 sequences (full genomes, sequences of RNA,

measurement and clustering algorith®d][ proteins). The Ebola virus proteins sequences are
collected and downloaded from (NCBI).

The proposed algorithm implemented in MATLAB
program developed by the author. Also, the MATLAB
dendrogram function is used to compute and display a
hierarchy of clusters that depends on the Hellinger
distance. Fig 2 and Fig.3 illustrate the PDF of two
proteins sequences.

2.2 A new similarity measure

Hellinger distance between the PDF’s sequeresdS;
are computed as following:

Hellinger distance computation (H-distande)
Find PDF of the two sequenc&sandS;
Calculate the Hellinger distance betwegn

andS; using equation 4 i : : : - : : : :
That is reducing the dimensionality of the features i : i A i PA
that represent the protein sequence. We are applying th ** g / \
following strategy for implementing Hierarchical o0 ; A \ / i
clustering techniques. - \ \ _____ ek \/
- N Nk \/
iy
- g ; 4 6 8 10 12 14 16 18 20
—-—_ Fig. 2: PDF of protein sequence where the length =230

0.12
B A

| Feature extraction and Clustering algorithm design | 0.06
AN N - o
AY 5 ./
Fig. 1. The proposed Hierarchical clustering Strategy ot~ . - - = — > - — A

Fig. 3: PDF of protein sequence where the length =288
3 Experimental Results and Discussion

To evaluate the proposed similarity measure, we used two
datasets Influenza virus families and mixed dataset fronB.2 Evaluation of similarity measure
Influenza and Ebola virus.
Classifications presented in the figure of hierarchicaktree
also called a dendrogram. A dendrogram is a graphical
3.1 Data Description representation of a ultrametric matrix (= cophenetic)nthe
the dendrograms can compare with each other by
The dataset |: Mixed from Influenza and Ebola virus comparing their cophenetic matrice3s].
consists of 2102 sequences. The dataset | consists of 1417 Given the original datg X} that has been modeled
Influenza and 685 Ebola virus. using a clustering method to produce a dendrog{arh
Dataset I1: Influenza virus families. Amino acid Set the following distance measurements
sequences of subtypes of hemagglutinin influenza Ax(i,j) = [Xi — Xj| is the ordinary Euclidean distance
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Table1 Table5
Cophl| coph2| Corl | Cor2 | B TWOA | TWA Dataset] S1 | Cophl | coph? | Corl | Cor2 | B | TWOA | TWA
0.916 | 0.641 | 0.929| 0.629| 0.644 | 0.751 5.467 . 10 | 097 090 | 093 | 093|086 0.81| 085
E £ [ 15] 096 | 087]093| 092]|083| 08| 215
EE | 20| 096 | 08| 094] 093|084 | 083 358
Table 2: title 40 | 095 | 083| 094| 091]080| 085]1459
Cophl| coph2| Corl | Cor2 | B TWOA | TWA

10 | 0.97 091 | 093] 093] 089 0.81| 087
15 | 0.95 086 | 092| 092085 087 | 2.14
20 | 093 083 | 091 | 050 083 082 | 346
40 | 092 081 | 092| 089 083 0.88 | 15.70

0.992 | 0.929 | 0.984 | 0.979| 0.834| 0.720 | 7.326

PO
Ay

Table3
Cophl ]| coph2 | Corl | Cor2 B TWOA T TWA DatasetII S9 | Cophl | coph? | Corl | Cor2 | B | TWOA | TWA
0.057 | 0.997 | 0.911| 0.924| 1.000| 0.560 | 8.295 zp [0 0% | 100] 0500531095 062) 101
s é 15 0.92 100 090 094 | 092 0.62 248
g_ ']'E 20 0.90 1.00| 090 090 | 090 0.60 430
Tabled 40 | 088 | 099 | 08s| 094|088 | 061 17.99

Cophl| coph2| Corl | Cor2 | B TWOA | TWA 10| 090 | 100| 089 094|092| o060| 097
0.894 | 0.995 | 0.937| 0.943| 1.000 | 0.565 8.274 < 15 0.89 099 | ogol| 0904 0093 061 | 243
20 | 087 | 099 088| 094 |090| 058| 424
40 | 082 | 099] 085| 094]| 086 062]1793

POy
aaulg

between i and j" observations. Thet(i,j) =
dendrogrammatic distance betwedn and T; model
points. This distance is the height of the node at which Table 5 that regroup the average of 100 runs for all
these two points first joined. Letting be the mean of - :
x(i,}) andt is the average of the(i, |), the correlation coefficients comparison ( Coph1l, coph2, Corl, Cor2, B,
coefficient copheneticis defined as followsJ6] TWOA, and TWA)'.
' The following Fig s 8, 9,10 and 11 resume the average
of 100 runs of the execution time for the two algorithms
s (x(i, ) — %) (t(i,])—1) HCAWOSA and HCAWSA. TWA and TWOA are the
' execution time for HCAWSA and HCAWOSA

i<j
= ®) respectively.
\/{_Z (x(i,j)—x)z} {_Z (t(i,j)—t)z} According to Table 5 and Figs 8,9,19 and 11 the
1<J 1<J proposed algorithms gives the best results. Both in terms
of execution time and quality clustering which based on
Since its introduction by Sokal and RohB7], the  the high value of B coefficients.

cophenetic correlation coefficient has been widely used as
criteria of the effectiveness of different clustering

techniques3g). 3.3 Discussion

The dendrogram function MatLab can display any In this.study, we compare between two Hierarchical
number of points; However, dendrograms of data set<Clustering Algorithms:
W|th more than 30 points may be incomprehensib|e for ° The firSt based on S|m||ar|ty measure, Wh|Ch need to
reading. Only 30 nodes (sequences) used in the display ¢fequences alignments for calculating the distance between
the dendrograms for illustrating the examples figs. 4, 5, 6two sequences (HCAWSA))
and 7, and Tables 1, 2, 3 and 4. e The second is the proposed algorithm based on a
Cophl, Corl, and TWOA are the Cophenetic NeW si_milarity,_ Which_ need to calculate PDF for
coefficients, correlation coefficient, and execution time calculating Hellinger distance between two sequences,
for HCAWOSA respectively. Coph2, Cor2, and TWA are Without sequences alignments. (HCAWOSA)). The two
the Cophenetic coefficients, correlation coefficient, andalgorithms implemented with single and average
time execution for HCAWSA respectively. B-coefficient methods.

is the similarity index between the two clustering ~ The comparison based on Cophenetic coefficients,
algorithms B-coefficients and execution timeB-coefficients is the

similarity index proposed in39], B belongs td0 1] when
B = 1 that meaning perfect matching between the two
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Example 1:

Example 2:

Jlg||436409356|gb1AGB56761 11 VP30 [Zaire ebolavirus]

gil667853148|gb|AIGI6453.1| matrix protein [Zaire ebolavirus
= gi|667853148|gb|AIGI6453 1| matrix protein [Zaire ebolavirus

gi|667852495(gblAIG95889.1| ssG ire ebolavirus]

—g||657353148|gb]N696453 1 matrg otein [Zaire ebolavirus
gi|667852803|gblAIGI6158 1| sGPﬁe ebolavirus)

||667852?24|gbiAI696039 1| VP2

mbrane-associated protein [Zaire ebolavirus]
2658 2006( mallard H12N

9

AGG27056 /1987 mallard HEN2
AGG28465 /2005 pintail HIN1
AHA38489 /2013 olumbia HIN1
ACQ89904 /2009 nada-AB H1N1
ADF10190 /2009 Ontario H1N1
ADF10190 /2009 Ontario H1N1
ADF10190 /2009 Ontario H1N1
ABB19647 /1995 mallard HANG
AGG81761 /2010 ck duck HANG
AFD32507 /2011 Ontario H3N2
AET77132 /2002 redhead H3NG
AET77132 /2002 redhead H3NG
AFP20943 /2009 ed teal H3NS
ABBE87854 /2001 mallard HTN1

ABB87854 /2001 mallard H7N1

gi|667852637|gblAIGI6011.1| VP35 matrix protein [Zaire ebolavirus
gi|667852616|gbJAIGS5993.1| VP35 malm\clpmtem Zaire ebolavirus
g||588292867|pdb|4IBB|B Chain B, Ebola Virus Vp35 Bound To Small Molecule
g||5955382 [4IBC|A Chain A, Ebola Virus Vp35 Bound To Small Molecule
gi|595588255|pdb|4IBCIA Chain A, Ebola Virus Vp35 Bound To Small Molecule
gi|667852637|gblAIGI6011. 1IVP35 matrix protein [Zaire ebolavirus]
0i|588292867|pdbl4I1BBIB Chain B, Ebola Virus Vp35 Bound To Small Molecule

0

Fig. 4: 30 sequence randomly taken from dataset | with single method

Jg||661348530|gb1A]E11828 1| sGP [Zaire ebolavirus]

g||6878531?3|gb1Al 5.1| VP30 minor nucleoprotein [Zaire ebolavirus
i|66 ?8531 73| bJA|G964T5 1| VP30 minor nucleoprotein [Zaire ebolavirus
iFX 79 /1994 mallard HENS

AFXB4451 /1986 pintail HGN2
AFX84461 /1986 pintail HEN2

i

AFJ12462 /2007 mallard H2N9
ACU31148 /2009 nada-AB H1N1
ACU31148 /2009 nada-AB H
ACU31148 /2009 nada-AB H1N1
AEA29605 /2009 swine H1N1
AEA29605 /2009 swine H1N1
AEA29600 /2009 swine H1N1
AEA29600 /2009 swine H1N1
AEA29600 /2009 swine H1N1
AEA29600 /2009 swine H1N1
ACT68114 /2009 nada-MB H1N1
ACT68114 /2009 nada-MB H1N1
AEA29583 /2009 swine H1N1

F VI O Y I VL (S Y T |

AEA29583 /2009 swine H1IN1
AHA38509 /2013 Quebec H1N1
AHA38509 /2013 Quebec HIN1
AHA38489 /2013 olumbia H1N1
AHA38489 /2013 olumbia H1N1
AFD32501 /2010 Ontario H3N2
AFY06008 /2007 hybrid H3NS
AGGB3825 /2010 ck duck H4NS
AGGB3859 /2010 ck duck HANS

gi|667853028|gblAIG96350.1| VP24 membrane-associated protein Egire ebalavirus]
gi|667853038|gblAIG96359.1] VP24 membrane-associated protein [Zaire ebolavirus

=
w
=
M
e
=

=]

Fig. 5. 30 sequence randomly taken from dataset | with average mhetho

partitions andB = 0 no matching between the two execution time that is a linear, where the HCAWSA is
partitions. The two algorithms applied for different exponential. From Table 5, the quality of clustering of
numbers of sequences= 10,15,20,30 and 40. And for HCAWOSA is best and much closed to HCAWSA, which
each size the program run 100 times. See Table 5 thabased which based on the high value of B coefficients.
regroup the average of all runs for all coefficients

comparison.From the Figs 8,9,19 and 11 we see that the

HCAWOSA (proposed algorithm) gives the best results of
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AGG27032 /1987 mallard HEN2
AGW27022 /2012 olumbia HIN1
ADW54468 /2010 Ontario HIN1
CBG92001 /2009 Quebec H1N1
CBGY92001 /2009 Quebec HIN1
AHJ57555 /2013 olumbia HIN1
AHJ57555 /2013 olumbia H1N1
AGGB4035 2010( ck duck H10N
1AGG84035 2010( ck duck H10N
AFY06105 /2007 ck duck H4NG
AGG83148 /2010 ck duck H4NG
ABB87700 /1977 rd duck H4N1
AFD32473 /2010 Ontario H3N2
AHBT3579 /2013 Ontario H3N2
AHA38551 /2013 Quebec H3N2
AHA38551 /2013 Quebec H3N2
]AHA38551 12013 Quebec H3N2
1ABF17958 /2005 swine H3N2
]AEIF17958 12005 swine H3N2
IAAAB5781 /1990 swine H3N2
AAAG5781 /1990 swine H3N2
ABI84412 /1991 ed teal H3NB
AGGB2253 /2010 ed teal H3N7
AET76613 /1998 mallard H3NS
AET75334 /1991 pintail H3NS
AET75334 /1991 pintail H3NG
AFP21102 /2009 ed teal H3NS
AFY06327 /2009 ck duck H3N8
- AFY06327 /2009 ck duck H3N8
-lAFY 06327 /2009 ck duck H3N8

1
Example 3: 02 015 01 005 0

I O T T N

I TR

Fig. 6: 30 sequence randomly taken from dataset Il with averageadeth

— AFX85044 /1994 mallard HENS
AATE5330 15/99 mallard HENS
ABBB86899 83/04 swine HIN2

+ABB19562 /1981 il duck H1NS
+AGG28489 /2005 mallard H1N1
<+ACV53490 /2009 Toronto H1N1
<AEIB7696 /2009 Quebec H1N1

AEA29594 /2009 swine HIN1
AEA29594 /2009 swine HIN1
AEA29594 /2009 swine H1N1
AFY07155 /2007 hybrid H3NS
-AFY06437 /2007 ck duck H3N6
:[AFY 06437 /2007 ck duck H3NG6
AFD32474 /2010 Ontario H3N2
-AGD98959 /2013 Ontario H3N2
-AGDY98959 /2013 Ontario H3N2
-AGD98959 /2013 Ontario H3N2
-AGD98955 /2012 Ontario H3N2
-AGDY98955 /2012 Ontario H3N2
]AGDBBSSS /2012 Ontario H3N2
ABI84423 1977 rd duck H4N4
-AET75202 /1991 mallard H4NG
-AET75169 /1990 ed teal H4NG
-AFY05686 /2009 ck duck H4N6
-AFY05697 /2009 ck duck H4N6
-AGW44170 /2011 ed teal H4NG
=AGW44170 /2011 ed teal H4NG
-AGW44170 /2011 ed teal H4NG
-AGW44170 /2011 ed teal H4NG
-[AGWMI]GE 12011 ed teal H4NG6

0.2 0.15 0.1 0.05 0

Example 4

Fig. 7: 30 sequences randomly taken from dataset Il with single odeth
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I-Single I1-Single

=—+=TWOA =—E—TWA =—t=TWOA =—l=TWA

17.93
15.70

¢ 0.62

Fig. 8: Execution time average for 100 rurs & 10,15,20,40)

dataset | and Single method Fig. 10: Execution time average for 100 run$ £ 10,15,20,40)

dataset Il and Single method

I-average
——TWOA —E—TWA II-Single

=——TWOA =—E—TWA
14.59

17.93

¢ 0.85
1 2 3 4
o $ 0.62
Fig. 9: Execution time average for 100 rurl¥ £ 10,15, 20,40) 1 2 3 4

dataset | and average method

Fig. 11: Execution time average for 100 run$ £ 10,15,20,40)
dataset Il and average method

4 Conclusion

We propose a clustering algorithm that based on a ne
sequence similarity measure. It is effective in classijyin
proteins sequences with similar biological charactessti
We are implementing the proposed algorithm for
classifying the subtypes of hem agglutinin influenza A
using more than 2,000 viral sequences proteins. Two
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