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Abstract: Cyber-physical systems (CPS) have emerged as a promissegrod paradigm, which is the convergence of control,
communication, and computation. In CPS, real-time trathsas visit multiple resources such as sensors, actuatetsjorks, and
microprocessors. One fundamental issue, which is calledraloand real-time scheduling co-design, is how to maxaninntrol
performance of the physical systems while satisfying tla¢-tiene constraints imposed by limited computational teses. Although
there have been extensive studies on the co-design problensingle-resource system, multi-resource cases haveeeat foilly
studied. In this paper, we propose an optimization framkvarrobust control design with end-to-end response timestraints in a
multi-resource system. We introduce a rigorous robustoperénce metric from the control theoretic viewpoint. Thee,investigate
the impact of end-to-end response time analysis techniguéise control performance. We show that the traditionaljperesponse
time analysis significantly degrades the control perforteawhen real-time tasks visit a resource multiple times. \&i@mahstrate
that we can improve the control performance by adopting #rer@source response time analysis. Our simulation eesatlify the
effectiveness of the proposed co-design framework.
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1 Introduction shown in Fig.1, where sensors/actuators, controllers, and
other nodes communicate through a network.

Recently, a cyber-physical system (CPS) has emerged as a There have been quite extensive studies on real-time
promising research paradigm, which is a convergence ofcheduling and control co-design in a single-resource
control, communication, and computatioh 2, 3]. A key system, where the utilization bound has been typically
feature of CPS is a tight integration of, and coordinationused to check the schedulability of tasks. What has not
between, the computational and physical elements. Ifpeen fully investigated is how to co-design scheduling
fact, CPS encompasses most of man-made comple&nd control in a multi-resource system, where real-time
systems. In these CPS applications, it is of critical transactions visit multiple resources.
importance how to resolve the complex interactions In this paper, we investigate the problem of real-time
between various computational and physical componentsscheduling and control co-design in a multi-resource
One fundamental issue in CPS is how to balance thesystem. Our contributions can be summarized as follows:
tradeoff between control performance and real-time (i) We formulate scheduling and control co-design in
constraints. In general, in order to improve control a multi-resource system as an optimization problem with
performance, more processor time should be devoted tan objective of maximizing a robust performance of
control tasks, which will obviously reduce the processorphysical control systems.
usage for meeting the deadline of real-time tasks.(ii) By adopting the recently-developed per-resource
Consequently, it is crucial how to maximize control end-to-end response time analysis rather than the
performance while satisfying all the deadlines of conventional per-job analysis, we show that we can
real-time tasks. An illustration of a CPS application is enlarge the feasible region of the co-design optimization
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been investigated in an optimization frameworkO]]
where the multi-resource scheduling has been formulated
< Network > as minimization of the aggregate response times of
i ] i transactions under the traditional end-to-end response

[SE"SMHHACMW} [SE"SOIHHACMOE} A scheduling problem in multi-resource systems has
: ! T

Noda Nod ! time constraints. A period assignment problem has been
Y Node . .. .
Controlles Conroller also tackled in 11], where an optimization approach has
been proposed by taking into account the control delay.
Fig. 1: An illustration of a CPS application. From the perspective of real-time schedulability

theory, the classic work of Josephal. [12] presented the

worst-case response time analysis for multiple tasks on a

single processor fixed-priority scheduling system. This
problem. analysis was extended by Tinded#t al. for arbitrary

(iii) By combining the control objective for robust deadlines 13] and distributed systems with multiple
performance and the per-resource response time analysigsources14]. These studies have been further extended

we demonstrate that we can significantly improve thein many ways; reducing or eliminating the jitters516],
robustness of the overall system. or considering precedence and timing relations among

provide a summary of related work in Sectigh In  Tindell's per-job analysis in 14 and hence have a
Section3, we formulate control and real-time scheduling c©mmon fundamental issue of the multiple visit problem.
co-design as a constrained optimization problem with ~ The delay composition theorem o2(Q] and [21]
end-to-end response time constraints. Then, in Sedtion respectively considered the overlapped executions in
we first investigate a metric for control performance of Pipelined distributed systems and in distributed acyclic
the system as the objective function of the optimizationSystems to reduce the overestimation of the per-job
problem in Section 3. We further introduce the €nd-to-end delay analysis. However, these approaches are
per-resource analysis in order to derive a tight bound fo"ot applicable to our cases where transactions visit
the end-to-end response time, which enables us to obtaiféSources multiple times in arbitrary manners.

a larger feasible region compared to the conventional SO far, there has been little research on robust
per-job analysis. Our simulation results are given inco-design of control and real-time scheduling except

Sections. Finally, our conclusion follows in Sectich some preliminary work ing2), which we significantly
extends here by including more thorough analysis as well

as in-depth simulation results.

2 Related Work

An early work on integration of real-time scheduling and 3 Problem Formulation

control design was carried out by Setal. [4], where an
optimal sampling period selection algorithm was
proposed under the assumption that control performanc
monotonically increases as the periods decreases]in [
RMA schedulability are formulated as an integer
programming to obtain all the feasible periods of a task ] )
set, and then the optimal periods are derived by evaluating.1 Mathematical Notation
a given cost function. Overviews on scheduling and
control co-design can be found iij[and [7]. We consider a real-time control system that consistel of
Palopoliet al. [8] presented a rigorous optimization resources denoted by := {R;,Ry,--- ,Rw}, which are
approach for scheduling and control co-design in aeither processors or communication links. Without loss of
single-resource system under the utilization boundgenerality, we do not distinguish the type of resources
constraint. More recently, by adopting a performanceunder the assumption that every resource schedules its
metric from the robust control theory, an optimization jobs based on the fixed-priority preemptive scheduling.
approach has been proposed for determining the periodsote that non-preemptive tasks on communication links
of control tasks in a single-resource systefj. [Our  can be dealt with by considering one message length as a
control design follows the approach ig] oy adopting the  blocking factor R3].
notion of the stability radius. In the meantime, it should  With this M-resource real-time system, we assukhe
be noted that our co-design formulation differs from theseperiodic controktransactions denoted by{I1,>,--- ,In},
previous studies in that we study the scheduling andwhere ;7 has a higher priority tharj if i < j. Each
control co-design in multi-resource systems with thetransactionl; is composed of|[j| tasks, denoted by
end-to-end response time constraints. {Ti1, T2, T} Each taskg j, j =1,--- || of [ is

In this section, we present the notation used in our
gnalysis and the formulation of the co-design problem as
optimization with end-to-end response time constraints.
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executed on resourcej; € R with the worst-case Consequently, it is of critical importance how to balance

execution time o8& ;. this tradeoff between the control performance and the
The first taskr; 1 of transaction'; is released with a processor usage of control transactions, which is a

period of p; and the subsequent tasks are released at thRindamental issue in CPS.

completion times of their immediate precedent tasks. With the optimization formulation of 1), there are

Consequently, we can represénas follows. two remaining issues. First, we need to determine an
effective metric for control performance. Since there are

li =(pi,{ti1=(ri1,61),Ti2=(r262), ", various possible approaches for controller design, it is
Ti,\ﬁ\:(ri,\ﬁ\vq\ﬁ\)}) important to choose a reasonable metric that can

guarantee a certain control performance. Second, it will
Here, we call one occurrence of the sequencebe crucial how to calculate the end-to-end response time
Ti1, T2, T5| @n instance of transaction;. Then, we  in an efficient manner. Since there exist many schemes for
assume that each instancelpshould be completed in a obtaining the end-to-end response time, it is required for
period, i.e., the end-to-end deadline is equal to the periodetter control performance to use a method that gives a
pi. However, it should be noted that our analysis can alsaight bound for the end-to-end response time. In the
be applied in a straightforward manner to the case whersubsequent section, we investigate these two issues in
the end-to-end deadline is shorter than the per2ail | detail.

3.2 Co-Design Problem Formulation 4 Systematic Approach for Solving the

_ o _ Co-Design Optimization Problem
For a given set oN periodic transaction§, %, - , I}
over M resources{Ry,Ry,--,Rw}, we consider the |n this section, we investigate the following two issues:

problem of how to maximize a certain control design of the control problem and the derivation of a tight
performance metric while satisfying the end-to-end pound for the end-to-end response time.

schedulability constraints. In general, the problem of
real-time scheduling and control co-design can be
formulated as a constrained optimization problem, where4 1 Control Problem Formulation and
the periods of control transactions are the decision f Metri

variables and a control performance metric is theper ormance Metric
objective function under the end-to-end schedulability

constraints as follows. Our first task is how to formulate the control problem

with a proper performance metric. Here, we aim to design

maximizeU (p) a controller that givesrobust performance against
subject toe2eRspTime(p) < pi,i = 1, N 1) limitations |n.|mplementat|on such as imprecise actuation
- o and truncation errors. In particular, we adopt the

where p = (p,---,pn), i.e., the periods of all the controller design approach if][ It should be noted that
transactions, U is a certain metric for control Our overall co-design problem is quite different from that
performance, ane2eRspTimg is the end-to-end response N [8] in the sense that we consider a multi-resource
time of transactior. system with end-to-end response time constraints while
In our formulation of (), for the schedulability —the workin ] deals with a single-resource case with the

constraints in multi-resource systems, we introduce the-tilization bound. _ ,

end-to-end response time instead of the utilization bound ~ For control problem formulation, consider that each

typically used for the single-resource case. Though thefontrol transactiori, i = 1,---,N controls a single input

utilization bound condition is easy to deal with in analysis COmpletely reachable system described by linear

because of its simplicity, it is rather a sufficient conditio differential equations, whemg is called the dimension of

even in a single-resource system, and may not be efficierff’® System. The continuous-time system dynamics with

enough in multi-resource cases. the state vectox!) = [x<1') - X¥JT and the control
The control performance of each transaction will input u;, where AT denotes the transpose #f can be

typically degrade as its periog increases. In addition, represented in a matrix form as

the overall objective functiod in (1) is generally a

certain increasing function of the control performance of x1 = AxY) 4+ Byui, (2)
the individual transactions. Hence, in order to maximize
the objective functiotd, the periods of transactionp;’s, where Ay € RN B ¢ R andi = 1,---,N. For

should be decreased as much as possible. Howevenotational simplicity, we will use the superscrig} and
decreasedy’s will result in increase of the end-to-end subscript only when they are strictly required.
response times of all lower-priority transactidisi < j, Since there is a delay gf in each control loop, the
because smallep;’s will consume more processor time. delayed input ofu((k — 1)p) is applied to the control
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system during thé-th sampling period. Hence, for the Now, the overall co-design problem ith)(becomes
sampled discrete-time system, we introduce an additional o )

state variable of(kp) = u((k— 1)p) in order to account maximize._ min ki (pi)

for the delayed input. Then, the augmented system .
equations sampled with the perigdis given as follows

(6)
subject toe2eRspTime (p) < pi,i=1,---,N,

from [29): where we explicitly show the dependenciesigfon p;
because the stability radiug; of transactionl; is a
{X((IH' 1) p)} =0 [x(kp)] + Yu(kp), (3) function of its own period;.
A(k+1)p) z(kp) In a qualitative sense, the objective of the co-design
where optimization formulation in §) can be described a®

AP b [P hE maximize thg worst cont.rol performance among those of
(p:[ bJo df] Y = [0] N transactions. In this manner, we can improve the

0 0 1 overall robustness of the entire system. Otherwise, if we
introduce a different objective function, we could improve
the control performance of some transactions at the
expense of degraded performance of others. In this case,
those degraded control loops will be vulnerable

_ components from the overall system perspective.
u(kp) = kox(kp) +kuz(kp). @) Consequently, the formulation in6) gives a robust

wherek, andk, are feedback gain vectors, of which the SyStem performance in a holistic manrier.
sizes are &k n; and 1x 1, respectively. By plugging4]
into (3), the closed-loop dynamics can be derived as

In the meantime, a state feedback control law for the
augmented state vectojx(kp)Tz(kp)]T is given as
follows.

4.2 Computation of the Sability Radius

X((k+1 x(k
[ZEEki 1% gg ] =(®+YK) {ngg ] ; () Inthe case of first-order systems where- 1, the stability
region/\ can be analytically obtained as a triangle by using
the Jury criterion25). First, the characteristic polynomial

whereK = [ky ky]. With the discrete-time equations iB)( of the matrix® + YK in (5) is given as

each control transaction has a vector of feedback dtins
as control parameters.

As a performance metric for control design, same as Z- (eAlerkU) z+€"1Pky — bk (p),
in [8], we define the stability region for control ) ) ) )
parameter&; of transactior’; as follows: Let/A; denote a whereA; is the eigenvalue of the continuous-time system
set such that the system iB)(is asymptotically stable if in (2) andl(p) = [Ye!¢dE = (e'1P —1)/A1. Then, the
and only ifK; € A;. Here, we call\; thestability regionof ~ Jury criterion P9 gives the following inequalities foK =
transactionlj. Obviously, a small area of; requires a  [Kx kul:
more accurate controller design because the control

parametersk; should remain in the region despite the e —bi(p) K, 1
imprecision in implementation. Hence, with a large area —(e1P—1) bl(p) |:ku] <|1-€r|. (7
of A;, the control system will become more robust to —(eMP+1) bl(p) 1+eMP

implementation errors. . . .

The stability region/; is generally a complex region Consequently, the stability regighfor K can be obtained
in a multidimensional space. Hence, in order to quantify@S & triangle, which is formed by three lines given (
the stability regiom\; with a single scalar value, we need !N addition, from Proposition 1 ing], the stability radius
an effective measure that properly represents the area df 'S 9ivén as

Ai. Here, we introduce the stability centé and the M , ]

stability radius ; as the Chebyshev center and the S1P(A1+|B))—|B|’ if A1 >0;
Chebyshev radius ofA;, respectively @]. Briefly U= 2 Jif A < O; 8)
speaking, the Chebyshev center of a bounded set is P(A+2[B])+A1-2/B|”

defined as the center of the largest inscribed ball of the TrpB|’ if A1 =0.

set, and the corresponding radius is called the Chebysh
radius. With the above definitions, tisbility radius L,
which is actually the Chebyshev radius 4, is an

effective measure of the stability regidn 1 1tis still possible to introduce a different objective fuion

With the stability radiusyi, we can now define the for improving the aggregate control performance rathentha
performance metritJ (p) = mini—1... N 14, Which is the  robustness. One possible candidateJi@) = SN, pi(pi). A
smallest stability radius among those of tNestability = detailed treatment on the formulation with different olijees
regions. will be a subject of future work.

el\\/lote that it can be easily shown fror) that the stability
radiusy monotonically decreases wifh

(@© 2016 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.10, No. 4, 1319-1329 (2016)www.naturalspublishing.com/Journals.asp

1323

N SS ¥

In general, it is formidable to compute the stability multiple visit problem [24]. This overvaluation of the

radius in higher-order systems. However, it is still end-to-end

response time will result in a severe

possible to derive the empirical probability for the system underestimation of the maximum schedulable region,

in (5) being stable by wusing the
algorithms pg].

Let P(6, 1) denote the empirical probability fols)
being stable in the set @,(0) = {K | |[K—6|| < u}.
Once u is given, we can numerically find*(u) that
maximizesP(6, 1). Hence, for any given tolerance ef

randomized which can significantly degrade both the scheduling and

control performance.

As an illustrative example for the multiple visit
problem of the per-job analysis, we consider the case in
Fig. 2(a), where three Electronic Control Units (ECUS)
are connected through a Controller Area Network (CAN)

the stability radius and the stability center can bebus. We assume two transactions in the system as follows:

estimated as the minimum and the corresponding*
such thaP(8*(u),u) <1—e.

A high priority transaction consists of five tasks
(0,0,0,0,0) that utilizesECU,, CAN, ECU3, CAN, and

Here, we give a brief introduction on how to apply the ECU;, respectively. A low priority transaction has five
randomized algorithms to the calculation of the empiricaltasks (J,0,00,00,0) that utilizes ECU;, CAN, ECU,,

probability P(8, u) for a givenu. First, drawm random
samples fof, denoted by, , - - - , 6. Then, for eacl®};, by
drawingn samples oK in By (8), calculate the empirical
probability of P(6,, 1) denoted byP, (6, u). Finally, we
can obtain the estimate of the stability centerGas, =

argmax-1.. mPn(6, 1t). Note that a detailed explanation

including the selection rule fanandn with a givene can
be found in R6).

4.3 Per-Job End-to-End Response Time
Analysisand Multiple Visit Problem

CAN, and ECUs, respectively. In this system, the
conventional per-job analysis is illustrated in F2gb).

In the figure, the low priority transaction visits CAN
two times with task(] and task(. For each visit, the
per-job analysis assumes that the worst-case delay by the
high-priority tasks is attributed by task and task[.
Hence, as shown in Fig2(b), the execution times of
tasks and O in the high-priority transaction may be
double-counted in calculation of the end-to-end response
time of the low-priority transaction. Obviously, this
redundant counts in the per-job analysis will result in an
overestimation of the end-to-end response time, which
becomes more severe as the number of the multiple visit

With the control problem formulation in the preceding increases. Accordingly, the conventional per-job respons
sections, the remaining issue is how to derive a tighttime analysis may conclude that the overall system is
bound for the end-to-end response time. For calculatiortnschedulable even when the computational resources are

of the end-to-end response time, we may use theseverely underutilized.

conventional per-job end-to-end response
analysis 14], of which a brief overview is as follows.
For taskrTjk in transactionlj, its per-job worst-case

response time, denoted by, is calculated by using the

following recursive equation.

Jj,a—|—Wi,k—‘

Wik =€ k+ [ :
1<i {alrja=rix} Pj

€ja, 9)

whereJj 5 is the worst-case release jitter @fth taskrj 5
of a higher priority transactiofij. Equation 9) implies
that the per-job worst-case response time of tggkcan

time

4.4 Per-Resource End-to-End Response Time
Analysis

To resolve the multiple visit problem of the traditional
per-job response time analysis explained in the previous
section, we introduce the recently developed per-resource
end-to-end response time analysad][ In a nutshell, the
per-resource analysis calculates the total delay at each
resource. Then, by summing up the total delays at every

be calculated by adding the following two tern{s) its  resource, the worst-case bound for the end-to-end
own execution times; c and(ii) the largest possible delay response time can be obtained. By completely changing
due to higher priority jobs on the same resource.the viewpoint from a job to a resource, the per-resource
Consequently, by applying9) to all the tasks in analysis can significantly reduce the redundant counting
transactionlj, the worst-case end-to-end response time,in the per-job analysis caused by the multiple visit
€2eRspTimg, can be calculated by summing up all the problem.
per-job response times as follows. Figure 3 gives an illustration that compares the
per-job analysis and the per-resource analysis. As shown
in the figure, the per-resource analysis has no redundant
counting for multiple visits, and consequently provides a
much tighter bound on the end-to-end response time.
However, this per-job analysis can severely overrate In our per-resource response time analysis, the end-to-
the end-to-end response time when transacfiowisits  end response time of transactibncan be calculated by
the same resource multiple times, which is termed thesumming up the times spent at all the visiting resources as

I
e2eRspTimg = z Wi k-
K=1
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worst case end-to-end response time

based on per-job analysis
ECU, O ‘ 0 time
ECU, W time
A
ECU; ’Tﬁ time
\ v A
CAN ogjfd 0 o0 ime
v v
" double count™"
(a) Two transactions on an ECU network (b) Per-job based analysis

Fig. 2: lllustrative example of the multiple visit problem.

job dimension job dimension
S O O 0 0 c O 0 O O
2 o
: : T
£
s| & 10 [10] % AR IGE [o])
e —@—W o
3 5 {
2| = -] G = I 1 =
8 g e o)
v v
[ O | ol 101 [0 [ O [O] ElE
«e———end-to-end response time——»» e—end-to-end response time»
Per-job analysis Per-resource analysis

D : delay by high-priority jobs

D : executions of our interested transaction

Fig. 3: Conceptual comparison of per-job analysis and per-resamalysis.

follows: in the traditional recursive response time equatid8, [
12.
e2eRspTime; = Initially, we setT D! (R) = 0 for all the transactions;,
i1 j = 1,---,i — 1 and for all the resources
&+ Z TD/(R) |, (10) R € {Ry,R,---,Ru}. Then, we have the following
YRER \ {(i.k)[rk=R} =1 iterative equation betweéf\W (R) andTD} (R):
wheree, i is the execution time of task andTDf(R;) TW(R) = ek
denotes the per-resource total delay, which is defined as the wdeun
worst-case total delay that one instancdioéxperiences o i1
due to higher priority transactiorfg, j =1,---,i—1 at + TD! Vim 11
resourcer,. VR|ZERJ=1 F(ROXMR), (1)

In order to further derive the total deldyD!(R) in
(10), we introduce a notion of the per-resource total
window, denoted byrW (R), which is defined as the time
duration during which an instance of transactigrhas ] o
unfinished tasks on resourBe Then, to findT D/ (R), we XUm(R)) = { 1 ifany of {Ti,, - Tivm } VISItSR;
introduce an iterative convergence approach, similarly as 0, otherwise.

where
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_ Table 1: The periods of transactions and the execution
OnceTW(R)) for resourceR is given, TD! (R) canbe  times of resources in ms.

obtained by
Period | §,C;, A, Node | CAN
) . T 10 50
TO/R)= (Clj’a(TV\/.(RO)Xej,a)a (12) 5 S,ll 20 60
{alrja=R} I3 | 1500 30 70
r, | 3000 40 80

whereC,j’a(TV\/i(R.)) denotes the worst-case total number
of instances o#; 5 attributing toT D!(R) in TW(R). We

J,a
can calculat€y(TW(R))) by where§, G, Ai,i=1,2 andN;, i = 1,2,3 denote Sensgr

Controller, Actuator, and Nodein Fig. 1, respectively.
ClIATW(R)) = The periods of each transaction and the execution times
! at each resource are summarized in Tdbl&he priority
of a transaction is given with the rate-monotonic priority
min | Zja(TWH(R)), >  ljali,k)|,  (13)  assignment. For the dynamics of Plaand Plant, we use
{klri=R} A1 =1 andA; = 3, respectively, an8 = 1 for both plants.
Note that we can solve the optimization problem in
whereZj a(TW(R)) = [Jj.a+ TW(R)/pj] andlja(i,k) (6) by numerically finding the maximum value pf such
is the largest possible number of release of ggkduring  that p(u) = (pa(H), -, pn(H)) satisfies the end-to-end
the busy period of task x which can be obtained fron®). response time constraints ib)(Here,pi(u),i=1,---,N
Consequently, by applyingl1(), (12, and (3 is the corresponding period for a given which can be
altogether in an iterative manner, we can calculate theanalytically obtained from the one-to-one relation 8) (

total deIayTDij(R), which in turn gives the end-to-end for first-order systems. In cases of higher-order systems,
response time byl(). 2 we can use the bounds derived &h.[

5 Numerical Study 5.2 Feasible Region of the Periods

First, we compare the feasible region of the
In this section, we numerically study the performance ofperiodsp = (ps, p2) by the per-resource analysis 24
the proposed approach for scheduling and controlyith that by the per-job analysis iif]. As explained in
co-design. Fig. 2, the traditional per-job analysis has the multiple
visit problem, which overestimates the end-to-end
response time. This overestimation will reduce the

5.1 Smulation Setup feasible region ofp = (p1,p2) that satisfies the
end-to-end response time constraintsgh (
We consider a multi-resource system in Fig.Assume The feasible regions of the per-job analysis and the

that there are four transactions, denoted By I, I3, 4} per-resource analysis are given as the grey areas iral_Fig.
Our goal is to determine the periods of transactignand ~ As shown in the figure, our per-resource analysis gives a
I, while I3 and I, have fixed periods® In addition, we  Significantly larger feasible region than the conventional
assume that the shared network in Figs a Controller ~ Per-job analysis. Consequently, we can confirm from
Area Network (CAN) bus, which is considered as one of Fig. 4 that the per-resource analysis gives a tighter bound
the resources as already explained in Se@idnThe visit ~ for the end-to-end response time compared to the per-job

sequences of transactions are given as follows: analysis. Note that the non-smooth boundaries of both
regions are mainly due to the ceiling operation in the
[1:{S;,CAN,C;,CAN, A}, response time analysis.

2 :{S,CAN,C,,CAN, Ay},
I3 : {Ny,CAN,Cy,CAN, N, CAN,Cy, CAN, Ny },

5.3 Comparison of the Sability Regions
4 :{N3,CAN,Cyp, CAN, Ny, CAN,C,, CAN, Nz},

Now, we look into the control performance of the system.
2 Detailed derivations and proofs on the per-resource end-toIn particular, in order to see the effect of both the control
end response time analysis can be founc#j.[ metric and the response time analysis, we introduce the

® Though our co-design approach can be applied to the casfollowing objective in () for comparison with our
of N transactions, we cons_lder two transactions in order toppjective function:Uprimitive(p) = _EiN:l pi. 4 Though
effectively show the results in a geometrical manner. Nbgg t
we add two more transactions with fixed periods to make the # The minus sign is used for consistency because the overall
situation complicated. problem in ) is maximization an(zi'\‘:1 pi should be minimized.
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Fig. 4: Comparison of the feasible regions of the per-job analysistae per-resource analysis.

Table 2: The optimal solutionp* to the respective
Uprimitive IS @ natural objective function that has been formulation and the corresponding stability radius.
often used in the literaturd)primitive CONsider no plant

dynamics, and hence do not differentiate control loops o gf’g(;g;:;‘g(;'s Peg;’f?;g%iggf'ys's
from the control theoretic viewpoint. On the contrary, our P | (p7) = (0552500740 | u(p) — (0.55250.2442)
objective function of the minimum stability radius i6)( Uours b7 = (700580 b7 = (650290
reflects the plant dynamics as given 8) for the overall M(p) = (033030137 | w(p') = (0353203510
robustness.

With the introduction of Uprimitive, We have the
following four combinations for solving the optimization component as much as possible, which is actually done
problem of (): (Uprimitive, per-job analysis), Uprimitives by our objectiveUoys in (6). Figure5 clearly shows this
per-resource analysis),Udurs, per-job analysis), and pointin a geometrical manner. The stability region of the
(Uours, per-resource analysis). Talfeshows the optimal  transaction with the smallest stability radius in Tablere
solution p* = (pj,p3) to each combination and the shown in Fig.5. As we can expect from the analysis, the
corresponding stability radiug(p*) = (Wi(p), ki(P3)).  stability region increases either with the per-resource
Note that the underlined values are the period that givegnalysis or with the proposed objective. In particular, by
the smallest stability radius and the correspondingcomparing Fig5(a)and Fig.5(d), we can conclude that
stability radius betweep; andp. our proposed approach of the robustness objective with
In Table2, if we compare the results in each column, the per-resource analysis significantly increases the
we can notice tha yrimitive gives a smaller aggregate of stability region, which will in turn improve the robustness
the periods thateys. In fact, we can easily expect this of the whole CPS system.
result from the objective of each formulation. However,
the smallest stability radius (underlined in Tat#p is
smaller withUprinjtive. This fact indicates thall primitive 6 Conclusion
improves the control performance of one transaction at
the expense of the other one, which results in a severgn this paper, we have investigated the problem of
unbalance between the stability radius of two real-time scheduling and control co-design in a
transactions. One interesting point in Tal2lés the fact  multi-resource system from the perspective of the
that a smaller one betwegp; and p; does not always robustness of the whole system. Our work has several
give a larger stability radius, which causes from the factdistinguishing features from previous related studies.
that the stability radius is not only a function of the First, instead of the utilization bound as the schedulgpbili
period, but also of the system dynamics as givergjn ( condition, we have adopted the end-to-end response time
From the robustness perspective of the whole CPSanalysis for multiple-resource systems. Second, we have
system, the vulnerable point will be the weakestinvestigated the control performance degradation with the
component among those consisting the entire systemconventional per-job response time analysis due to the
Hence, in order to improve the robustness of the wholemultiple visit problem. Finally, we have shown that the
system, it is required to balance the robustness of eachdopted per-resource response time analysis, together
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conventional per-job analysis
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Fig. 5: Stability region/ of the transaction with the smallest stability radius.

with an appropriately chosen metric for

the system .
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