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Abstract: In this paper by utilizing the information on the populatimean of auxiliary variable, we proposed a new improved class
of estimators for the population variance of the study \@eiaThe large sample properties of proposed estimator bege studied

up to the first order of approximation that is the mathema#garessions for the bias and mean square error (MSE) ofrtpmoped
class of estimators have been obtained up to the first ordgpbximation. The optimum values of the characterizirajass, which
minimize the MSE of proposed estimator, have been obtafR@dthese optimum values of characterizing scalars, themim MSE

of proposed estimator has been obtained. Further a nurhstigly is also carried out. It has been shown that the prapesgmator

is more efficient than sample variance, traditional rattinestor due to Isaki3], Singh et al. §] exponential ratio estimator, estimator
based on Kadilar and Cingd] ratio estimator, Upadhyaya and Sindg} gstimator and Asghar et all][estimator for the population
variance under optimum conditions.

Keywords: Ratio estimator, quartiles, bias, mean squared errorjesftiy

1 Introduction

It is well established through various practices that vargais the most suitable measure of dispersion. It is alsb wel
known that the most appropriate estimator for the estimatiogpopulation variance is the corresponding statistit iha
sample variance. Although it is an unbiased estimator ofifadin variance but has large variance and our aim is to find
the estimator with minimum variance or even biased but withimum mean squared error. The use of auxiliary
information fulfills this aim of minimizing the mean squaredror. This information is obtained through auxiliary
variable. The auxiliary variable is highly (positively oegatively) correlated with the main variable under studizewit
is positively correlated with the study variable and thee limf regression of on x passes through origin, ratio type
estimators are used for the estimation of population pat@sieWhen it is negatively correlated with main variable,
product type estimators are used otherwise regressiondsgfmators are used. It may be used at both the stages of
designing and estimation. We have used it at estimatioregiaty. It is well known that when it is used at the estimation
stage, the ratio, product and regression methods of egtimate extensively used in many situations. Till now vasiou
ratio type, product type, difference and regression typenesors have been proposed by various authors in the
literature. In the present paper, we have proposed a nevoiragrclass of estimators for the estimation of the poputatio
variance utilizing information on population mean of aiaqy variable. Our main purpose of this paper is to develop
new estimators for improved and efficient estimation of thpydation variance.
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2 Review of Estimators in Literature

Let the finite populatioty consists oN distinct and identifiable unitd;,U,, ....... ,Un and a sample afi units is drawn
from this population using the simple random sampling withr@placement (SRSWOR) technique. lYeandX be the
study and the auxiliary variables, respectively, with teeamption that these variables are highly (positively gatigely)
correlated to each other.

Isaki [3] used the auxiliary information on population variance akiiary variable and proposed the ratio type
estimator for population variance of the study variable as,

n—§<§) ®
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The mean square error (MSE) of the estimator in (1), up to thedider of approximation, is given by
=y S [(Aa0—1) + (Aoa—1) — 2(A22— 1) (2

wheres = ,/2 5/27Hrs— T Z (Y Y)' (X% -X)% y="Landf =2

The tradmonal product type estlmator for the populatianance may be defined as,

(3

The MSE of the estimator of above estimator, up to the firstood approximation, is given by

=yS[(Aao— 1)+ (Aoa— 1) +2(Az2— 1)] 4)
Singh et al. ] proposed the exponential ratio estimator for the popaitesiariance as,
t3_§a(p{:§+§§} ©)
The MSE of the estimator in (5), up to the first order of appmeadion, is
)=y | ao— 1)+ 24— 1 1) (6)
The exponential product type estimator for the populatiaiance may be defined as,
wgor[3id "
The MSE of the estimator in (7), up to the first order of appmeadion, is
-vS [()\40— 1)+ ()\044_ Yy (A22— 1)] (8)

Adapting Kadilar and Cingi4] ratio estimator for the population mean, the ratio typ@estor for the population variance

can be defined as, -
_2|&)°
=5 |ig7) ©

The MSE of the above estimator, up to the first order of appnasion, is

MSE(ts) = ¥ §[(Ad0— 1) +4(Aoa— 1) — 4(Az2— 1)] (10)
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The product type estimator for the population variance thasethe estimator in (9) can be defined as,

The MSE of the above estimator, up to the first order of appnation, is
MSE (t6) = ¥ §j[(Ad0— 1) +4(Aoa— 1) +4(Az2— 1)] (12)
Upadhyaya and Singl8] proposed a modified ratio estimator of population variansiag the population mean of the

auxiliary variable as, _
X
tr=5 [;_} (13)

The bias and the mean squared error of above estimator up fivshorder of approximation respectively are,

7) =y SICE — 221G (14)

H21

H2o Hééz

The product type estimator of population variance basedmadblyaya and Singl8] estimator may be given by,

0= 5] (16)

The bias and the mean squared error of above estimator up fivshorder of approximation respectively are,

MSE(t7) = v S [(Aa0— 1) +CZ — 2A21Cy] , where Ay = (15)

=y §[Ci + 221Gy (17)
MSE(tg) = v Sy [(As0— 1) + CZ + 2A21Cy (18)
Asghar et al. I] proposed an improved ratio and product type estimatoropfifation variance using population mean
of auxiliary variable respectively as, _
X —X
=5 ep s x 19)
X—X
t10=§exp[i+x} (20)
The bias and mean squared error of above estimators up tegherfier of approximation respectively are,
—yg [Cx /\21 } (21)
c2
MSE(tg) = y$ [()\40— 1)+ 2 )\21ij| (22)
A
Blti) =y {CX ey ] (23)
c2
MSE(ti0) =y S { (Ao —1)+ 7 +)\21ij| (24)

Various authors in the literature have proposed differatitreators by utilizing auxiliary information in the form of
different parameters of auxiliary variable for estimatthg population variance of the main variable under study.
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3 Proposed Class of Estimators

Motivated by Solanki et al.q] and Upadhyaya and SingB][and adapting Solanki et al7] estimator of population mean
for the estimation of population variance using populatiogan of auxiliary variable, we propose the estimator of the

population variance as B
x\ ¢ S(Xx—X
wn-3[o-(3) oo (457

where(a, d) are suitably chosen scalars which minimizes the mean sdearer oft 4 5.
For 6 = 0, the proposed class of estimators reduces to the classrobéw's as

tao) =S [2— (;)a] (26)

While for a = 0, the proposed estimatgy, 5), reduces to a new class of estimators as

tos) =S [2— exp (5(X—X_+_5 )ﬂ (27)

In order to study the Iargefample properties of the propolssd of estimators, s, , we define
§ = § (14 &) andx=X(1+¢1) such thaE(g) =0 for (i =0,1) andE(&5) = y (Aso— 1), E(e2) = yCZ, E(g0, £1) =

y A21Cx
Expressing (25) in terms @f's we have

tas) = S (1+ &) [2— (1+&1)% exp (z(iil)]

=S (1+¢) [2— (1+&1)% exp (% (1+%)1)] (28)

We assume thdg; | < 1, so that{1+ €1)® and (1+ 5—21)_1 may be expanded. Now expanding the right-hand side of (28),
we have,

[ ala—1 o€ g\ 1 522 £\ 2
tas) = S (1+ &) 2—(1—1—0814—%8124— ..... ) (1+71(1+§1) +Tl(1+fl) SR )}

i _ 2 202
=S (1+&) 2—<1+or£1+M 2 (1+%—%+5—881— ..... )}

(a—-1) , d& ade? 6512+62512 )]

[ a
=1 2—(1 — =
S (1+ &) ( +taet =+ > y 5

=S (1+&) 2 <1+ (2a2+5)81+ (20+5)(280+5_2)81+ ..... >]
=g [1+so— (20; %) (€1 + &081) — (Za+6)(za+6—2) (€2 + £0€?) —}

Retaining the terms up to the first order of approximationhaee

20 +90 20+90)(2a+6-2
t(a.5) =$ {1+ & — ( )(€1+£o€1)—( )(8 )ef] (29)
Subtractings\f from both sides of (29), we get
20 +90 20+9)(2a+o6—-2
tas -S| =5 {Eo— ( 5 )(€1+€o81) _{ )(8 )55] (30)
Taking expectation both sides of (30), we get the bias,0f) as
2a+90 20+ 9)(2a+o6—-2
T R e e | (31)
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Squaring both sides of (30) and retaining the terms up to thedider of approximation, we have

2
ltas)— )" =5 [83 - Mﬁz —(2a+ 5)8061} (32)

Taking expectation both sides of (32), we get the mean sareveoft , 5), up to the first order of approximation, as

MSE [tys]=VS {()\40— 1)+ LIMS)ZQ% — (20 + 5))\2104 (33)
which is minimum if,
(20+6)=2% = 2K, where K:% (34)
Thus the minimum MSE df, s) is,
MSEnin [ta.5)] = V'S [(Aa0— 1) — A% (35)

Now, for different values oftxr and d, we can form different estimators. Fér= 0 anda = 0, the proposed estimator
t(a,5) reduces to estimators (26) and (27) respectively. The MSR@&fand (27), up to the first order of approximation
respectively are,

MSE [tq0)] = VS [(Aso— 1) + aCZ — 2a221Cy (36)

2
MEE K05 = ¥ S} (o~ 1)+ 5.2 - e (37)

Fora =1 andd = 1, the proposed estimatdfy ) reduces to a new estimatipf ;) as

el ()on(252)

The MSE of above estimator, up to the first order of approxiomats

ME t1] =S |(o— 1)+ 362 - 3hai 39)

It would be worth notable to say that naturally, many morérand product estimators can be developed by putting
various values ofr andd.

4 Efficiency Comparison
The most suitable estimator for population variance is #me@e variancé = § and its variance is given by

V(to) =y S(As0—1) (40)

From (40) and (35), we have
V(to) — MSEnin [t(a.5)] =V Sy[A21] >0 (41)

From (2) and (35), we have

MSE (t1) — MSEnin [t(a.5)] = ¥ §[(Aoa—1) —2(A22— 1)+ AZ] > 0 if

(Aoa—1) +A% —2(A22—1) >0 (42)
From (4) and (35), we have

MSE (t2) — MSEnin [t(a.s)] = ¥ S [(Aoa— 1) +2(Az2— 1) + 23] >0 if
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(Aoa—1)+A2+2(A2—1) >0 (43)
From (6) and (35), we have

MSE (t3) — MSEnin [t(a,6)} = V$ {%4_1) —(A2—1) —I—)\Zzl] >0 if

Qi1 32 (azp-1) >0 (44)

From (8) and (35), we have

Aos—1 .
MSE (t4) — MSEnin [ta5)] = VS [(#4) +2(A22— 1)+)\221} >0 if
Aoa—1
( 044 )+/\221+2()\22—1)>0 (45)

From (10) and (35), we have

MSE (t5) — MSEnin [t(a.5)] = V'S [4(Aoa— 1) — 4(Az2— 1) + A%y >0 if

4Aos— 1)+ A2 —4(A2—1) >0 (46)
From (12) and (35), we have

MSE (t6) — MSEmin [tia.s)] = V'S [4(Aoa— 1) +4(A22— 1) + %) >0 if

4(Aoa—1) + A% +4(A22—1) >0 (47)
From (15) and (35), we have
MSE (t7) — MSEmin [t(a,5)] = ¥ §[Cx— A21]* > 0 i (48)
From (18) and (35), we have
MSE (tg) — MSEnin [t(a.5)] = ¥ §[Cx+ A21]* > 0 (49)
From (22) and (35), we have
2
MSE (tg) — MSEqin [t(cr,é)] = yﬁ [% —/\21:| >0 (50)
From (24) and (35), we have
2
MSE (t10) — MSEnin [t(a,é)} = V$ |:% +)\21:| >0 (51)

5 Numerical Examples

To examine the performance of the proposed estimator aldtig the other estimators of population variance, the
empirical study has been carried out using two real popauriati

Population I: Murthy [5]
Y: Number of workersX: Output
N =25,n=25,Y =33.8465X =283875,0x = 0.9136,Cy = 0.352,C; = 0.746,A04 = 3.65,A40= 2.2667,A2> = 2.3377,
A21 = 1.0475,

Population Il: Gujarati 2]
Y: Top Speed (miles per hout¥, :Average (miles per gallon)
N=81,n=21Y =2137068,X = 1124568,pyx = —0.6911,Cy = 0.1248,Cx = 0.48, Aga = 6.82,A20 = 3.59,A2p =
2.110,A21 = 1.4137,
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Table 1: Percent relative efficiency of different estimatos with respect to proposed estimatot 4 5

Estimator | Population-1 | Population-II
to 747.58 437.91
ty 732.59 1046.58
to 3890.52 1797.28
t3 496.63 496.24
tg 1928.06 871.59
ts 3845.55 3623.29
ts 10161.41 5124.69
t7 153.64 247.39
tg 1998.41 706.33
to 368.50 33291
t10 1290.88 562.38

ta.5) 100 100

6 Conclusion

In this paper we have proposed a class of estimators of pigulariance using auxiliary information on single vatab
This estimator was proposed through the motivation of Soletral. [7] and Upadhyaya and Sing8][ We have studied its
large sample properties that bias and mean squared errothp first order of approximation. Further we have compared
this with the other estimators of population variance tke&oally. From the theoretical discussions in section-d e
empirical study given in Table-1, it is inferred that the posed estimatdy, ), for estimating the population variance

of the study variable under the optimum condition performttdy than the sample variance estimagos § traditional
ratio type estimatat; and other estimators of population variance given in Tdble-
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