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Abstract: In this paper, two hybrid schemes using cuckoo search algorithm and genetic algorithm are proposed. In the two hybrid
schemes, the algorithm consists of two phases in the first phase, CS (or GA) explores the search space. In the second phase,to improve
global search and get rid of trapping into several local optima. The novel hybrid algorithms are applied to solve 15 benchmark functions
chosen from literature. The simulation results and comparison with classical CS and GA algorithms confirm the effectiveness of the
proposed algorithms in solving various benchmark optimization functions.
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1. Introduction

Optimization is a field of applied mathematics that deals
with finding the extremal values of a function in a domain
of definition, subject to various constraints on the variable
values [1], such problems are classified in two classes:
unconstrained and constrained problems. Solving global
optimization problems has made great gain from the
interest in the interface between computer science and
operations research [2, 3]. There are two categories of
optimization techniques: exact and heuristic. Exact
strategies guarantee the optimal solution will be found,
and work well for many problems. However, for complex
problems or ones with a very large number of decision
variables, exact strategies may require very high
computational costs [2]. A large amount of real-world
problems fall in this category of complex problems, and
in order to solve them in a reasonable amount of time a
different approach is needed [2]. For these problems,
meta-heuristic algorithms are considered as efficient tools
to obtain optimal solutions [4]. Two important
characteristics of meta-heuristics are intensification and
diversification. Intensification intends to use the
information from the current best solutions. This process
searches around the neighborhood of the current best
solutions and selects the best candidates. Diversification,

also called exploration, guarantees that the algorithm can
explore the search space more efficiently, often by
randomization. The essential step guarantees that the
system can jump out of any local optima and can generate
new solutions as diversely as possible [5]. These methods
have received remarkable attentions, as they are known to
be derivative free, robust and often involve a small
number of parameter tunings [4]. However, applying such
single methods is sometimes too restrictive, especially for
high dimensional and nonlinear problems. This is because
these methods usually require a substantially huge
amount of computational times and are frequently trapped
in one of the local optima. Recently, different methods
combining meta-heuristics with local search methods is a
practical remedy to overcome the drawbacks of a slow
convergence rate and random constructions of
meta-heuristics [6]. In these hybrid methods, local search
strategies are inlaid inside meta-heuristics in order to
guide them, especially in the vicinity of local minima, and
overcome their slow convergence especially in the final
stage of the search. In recent years, it has become evident
that the concentration on a sole meta-heuristic is rather
restrictive. A combination of a meta-heuristic with other
optimization techniques, a so-called hybrid
meta-heuristic, can provide a more efficient behavior and
a higher flexibility when dealing with real world and
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large-scale problems. This is because hybrid
meta-heuristics utilize the strengths of different
algorithms [6, 7, 9–17]. In general, hybrid meta-heuristic
approaches can be classified as either collaborative
combinations or integrative combinations [8]. Recently,
Yang [17] developed a new cuckoo search algorithm (CS)
which was inspired by the obligate brood parasitism of
some cuckoo species by laying their eggs in the nests of
other host birds (often other species). In this paper, the
two hybrid schemes are composed of standard CS and
GA are presented. The proposed algorithms, CS-GA and
GA-CS for solving unconstrained global optimization
problems. Both variants are tested on a set of
unconstrained problems. The experimental results show
that the accuracy and speed performance of the proposed
algorithms in comparison with the other state-of-the-art
algorithms. The rest of this paper is organized as follows:
in Section 2, a review of the basic of CS is given. GA is
then presented in Section 3. The proposed algorithms are
discussed in Section 4. Benchmark problems and
corresponding experimental results are given in Section 5,
while conclusions are given in Section 6.

2. Cuckoo Search Algorithm

The CS algorithm is a Meta-heuristic search algorithm,
which has been proposed recently by Yang and Deb [17],
it was based on the following idealized rules: (1) each
cuckoo lays one egg at a time, and dumps it in a randomly
chosen nest. (2) The best nests with high quality of eggs
(solutions) will be carried over to the next generations. (3)
The number of available host nests is fixed, and a host can
discover an alien egg with a probability. In this case, the
host bird can either throw the egg away or abandon the
nest to build a completely new nest in a new location. The
main steps of the cuckoo search algorithm are
summarized in Algorithm 1. When generating new
solutions for the ith cuckoo, the following Lvy flight is
performed:

x(t+1)
i = x(t)i +α ⊕Levy(λ ) (1)

where is the step size, which should be related to the
scale of the problem of interest. The product means the
entry-wise multiplications. We consider a Lvy flight in
which the step-lengths are distributed according to the
following probability distribution

Levyu = t−λ
, 1< λ ≤ 3 (2)

This has an infinite variance. Here the consecutive
jumps/steps of a cuckoo essentially form a random walk
process that obeys a power-law step length distribution
with a heavy tail.

3. Genetic Algorithm

GA which proposed in the early 1970s [4] is a stochastic
global search method that mimics the metaphor of natural
biological evaluation. GA is started with an initial
population of individuals (generation) which are
generated randomly. Every individual (chromosome)
encodes a single possible solution to the problem under
consideration. The fittest individuals are chosen by
ranking them according to a pre-defined fitness function,
which is evaluated for each member of this population.
The individuals with high fitness values, therefore
represent a better solution to the problem than individuals
with lower fitness values. Following this initial process,
the crossover and mutation operations are used where the
individuals in the current population produce the children
(offspring). These children are assigned fitness scores.
After selection, crossover and mutation have been applied
to the initial population, a new population will have been
formed and the generational counter is increased by one.
This process of selection, crossover and mutation is
continued until a termination condition is reached [4].
The structure of the GA is shown by the following
pseudo-code

4. The Proposed Algorithm for
Unconstrained Optimization Problem

The proposed CS-GA and GA-CS algorithms are
collaborative combinations of the CS and GA techniques.
In these hybrids, in the first step, CS (or GA) explores the
search place in order to either isolate the most promising
region of the search space. In the second step, to improve
global search and avoid trapping into local optima, it is
introduced GA (or CS) to explore search space (starting
with the solution obtained by CS (or GA)) and find new
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better solutions. The structure of the hybrid CS-GA is
shown by the following pseudo-code as:

In analogical manner the hybrid GA-CS is introduced
in the first step, GA explores the search place in order to
generate solutions and then uses them as an initial
population for CS. Thus, the CS will start with a

population, which is closer to optimal solution. Further,
CS will be obtained the best model parameters vector.
The structure of the hybrid GA-CS is shown by the
following pseudo-code as:

5. Numerical Results

In this section, we will carry out numerical simulation
based on some well-known optimization
problems [9,13,17] to investigate the performances of the
proposed algorithms. The functions name with global
optimum, search ranges and initialization ranges of the
test functions are presented in Table 1. In these problems,
the essential parameters of CS are number of nests n=100,
discovery rate of alien eggs/solutions pa=0. 25. And
probability of crossover is 0.85. Which are the same used
for GA-CS and CS-GA algorithms. The results of hybrid
algorithms are conducted from 20 independent runs for
each problem. All the experiments were performed on a
Windows 7 Ultimate 64-bit operating system; processor
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Intel Core i7 760 running at 2.81 GHz; 6 GB of RAM and
code was implemented in C#.

Table 1: The Benchmark functions.

The results from the GA-CS and CS-GA (see Table
2), show that the proposed hybrid schemes achieve better
to pure CS and pure GA solutions. The results show that
CS-GA and GA-CS are robust and competitive with the
state-of the-art well-known evolutionary algorithms. It is
clear that the performance of GA-CS and CS-GA are
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Table 2: The optimal solution results of proposed algorithms and other algorithms.
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Figure 1:F-01:F15 the convergence rate of the function error
values on 15 functions.

significantly superior to all the present algorithms for all
functions according to the experimental results shown in
figure 1. The mean and the difference between the best
value and worst value of the result obtained by GA-CS
were small compared to the results we have obtained from
other algorithms in functionsF03, F05, F06, F07, F09,
F10, F11 and F15. While in F01, F02, F04, F08, F13 and
F14, the mean and the difference between the best value
and worst value of the result obtained by CS-GA were
small compared to the results we have obtained from

other algorithms. In general, the performance of GA-CS
and CS-GA are highly competitive with other algorithms.

6. Conclusions

In the present study, two hybrid meta-heuristic CS-GA
and GA-CS algorithms were proposed, which are
collaborative combinations of the CS and GA techniques.
CS-GA and GA-CS algorithms have been employed to
solve unconstrained optimization problems. GA-CS and
CS-GA algorithms have been validated using fifteen
benchmark mathematical functions. Several simulation
examples have been completed to verify the weight of the
planned algorithm. A comparison of pure CS, pure GA
and hybrids CS-GA and GA-CS algorithms were done.
The results have demonstrated the superiority of the
CS-GA and GA-CS algorithms to finding the solution.
The results indicate that CS-GA and GA-CS algorithms
are more accurate, reliable and efficient at finding global
optimal solution than are other algorithms.
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