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Abstract: One of the most important issues in data envelopment analysis is sensitivity analysis of efficient and inefficient decision
making units (DMUs). Sensitivity analysis of inefficient units has been more studied recently. We know that a specific inefficient
DMUcan scarcely reach to the efficient frontier and achieving the score 1 in efficiency but it can easily obtain an efficiency score of
α (α is a constant which is usually closed to 1 and defined by the decision maker). In this paper we are going to find a region which
named Improvement Region (IR) for a specific inefficient DMU which can obtain at least an efficiency score ofα. In this region the
inefficientDMU which is under evaluation can satisfy the decision maker andalso it can be improved itself to gain a new efficiency
score and by these variations it is made more contented for decision maker. The procedure is illustrated by numerical examples.
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1 Introduction

In 1978 data envelopment analysis is introduced by
Charnes, Cooper, Rhodes [1] (CCR model) and extended
by Banker, [2] (BCC model) .It is one of the best ways for
assessing the relative efficiency of group of homogenous
decision making units (DMUs) that use multiple inputs to
produce multiple outputs. In recent years, one of the
important issues in DEA is the sensitivity analysis
included efficient and inefficient DMUswhich more
researchers have great attention. In 1985, sensitivity
analysis of CCR model for a specific efficient DMU with
a single output was initiated by Charnes [3]. They built
variations in data for DMU under consideration and led to
alter the inverse matrix used to generate solutions in the
usual simplex algorithm computer codes. In 1990 Charnes
and Neralic considered additive model and they obtained
sufficient conditions for remaining efficient [4]. Then in
1992, Charnes et al. obtained a specific stability region by
usingL1 andL∞ [5]. These researchers have studied the
methods which simultaneous proportional change is
assumed in inputs and outputs for a specific efficient
DMU under evaluations. Then Zhu (1996) provides a
modified DEA model to compute a stability region which

DMU under evaluation remains efficient [6]. In 1998
Seiford and Zhu developed a procedure to determine an
input stability region (ISR) and an output stability region
(OSR) for efficient DMU [7]. They stated that an efficient
DMU will remain efficient after the input increases or
output decreases if and only if such changes occur within
the ISR or OSR [7], and this subject are considering in
recent years. Jahanshahloo et al. [8] extended the largest
stability region for BCC model and Additive model by
supporting hyperplanes for DMU under evaluation which
all inputs and outputs of DMUs except DMU under
evaluation are assumed fixed. The variations of inputs and
outputs are included in four cases:

1.increase of outputs and increase of inputs,
2.decrease of outputs and the increase of inputs,
3.decrease of outputs and decrease of inputs,
4.increase of outputs and decrease of inputs.

By variation in case 4 the efficient unit preserves its
efficiency because increase of outputs associated by
decrease of inputs cannot worsen the efficiency of the
DMU. They obtained this largest stability region by
restricted their attention to the cases 1, 2 and 3 (see [8]).
They consider the situation where data variations are only
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applied to the efficient DMU under evaluation and the
data for the remaining DMUs are assumed fixed.In some
works sensitivity analysis are based on the super
efficiency DEA approach in which the efficient DMU
under evaluation is not included in the reference
set [9–12].
Sensitivity analysis of an inefficient DMU is studied less
than sensitivity of an efficient DMU. In 1992, Charnes, et
al. obtained an improvement for inefficient DMU by
using Chebychev norm [5]. The model dealt with
improvements in both inputs and outputs that could occur
for an inefficient DMU before its statues would change to
efficient. In the recent years data analysis of inefficient
units has been more studied. In 2011 Jahanshahloo et al.
supposed that DMU under evaluation is inefficient by the
efficiency score ofθ ∗

o andθ ∗
o < α < 1 whichα is a fixed

constant and defined by the manager.They obtained the
new frontierT ′

vwith efficiency score ofα. They proved
that as the efficiency score of all points on the main
frontier supposed to be 1, the efficiency score on the new
frontier isα [13].
In this paper it is going to be found a region for those
inefficient units whose efficiency score is less than a fixed
constantα which is defined by the manager to obtain at
least α. It means that a specific inefficient DMU with
efficiency score θ ∗

oand θ ∗
o < α < 1 can have an

improvement in efficiency score for at leastα − θ ∗
o .This

region which called “Improvement Region” (IR) is the
region that the efficiency score of a specific inefficient
DMU is become at leastα. In this region the efficiency
score of α is the least efficiency score which can be
obtained by a specific inefficientDMU . Thus the
inefficientDMUwhich is under evaluation can satisfy the
decision maker and also it can be improved itself to gain a
new efficiency scoreβ ∗

o andθ ∗
o < α ≤ β ∗

o ≤ 1. This new
efficiency scoreβ ∗

o can be obtained by different ways
such as decreasing inputs, increasing outputs or
combination strategies. After defining ”Improvement
Region” for every inefficient unit with the usage of some
theorems, it will be proved that the new efficiency score
of each point of the Improvement Region for a specific
inefficient DMU with efficiency scoreθ ∗

o is β ∗
o and

α ≤ β ∗
o ≤ 1. (α is a constant which is defined by the

manager). This paper proceeds as follows. The next
section represents some basic DEA models. Section 3
develops a proposed method for finding“Improvement
Region”. Section 4 illustrates a numerical example.
Section 5 presents method results using application in
hospitals. and finally conclusions are given in section 6.

2 Background

Data Envelopment Analysis is a nonparametric method
for evaluating efficiency of systems with multiple inputs
and multiple outputs. In this section we present some
basic definitions, models and concepts that will be used in
other sections in DEA. ConsiderDMU j , ( j = 1, ...,n),

where eachDMU consumes m inputs to produce s
outputs. Suppose that the observed input and output
vectors of DMU j are xxx j = (((xxx1 j ,,, .........,,,xxxm j))) and
yyy j === (((yyy1 j ,,, .........,,,yyys j))) respectively, and letxxx j ≥ 0 andxxx j 6= 0
and yyy j ≥ 0 and yyy j 6= 0 ( This means that all data are
assumed to be negative, but at least one component of
every input and output vector is positive).
The production possibility set (PPS)Tc is defined by:

Tc=

{

(xxx,yyy) |xxx≥
n

∑
j=1

λ j xxx j ,yyy≤
n

∑
j=1

λ jyyy j ,λ j ≥ 0, j = 1, ...,n

}

The above definition implies that the CCR model is as
follows:

min θ
s.t ∑n

j=1λ jxi j ≤ θxio, i = 1, ...,m
∑n

j=1λ jyr j ≥ yro, r = 1, ...,s
λ j ≥ 0, j = 1, ...,n.

(1)

WhereDMUo is the DMU under evaluation.
In addition, the Production Possibility SetTv is defined by:

Tv =
{

(xxx,yyy) |xxx≥
n

∑
j=1

λ jxxx j ,yyy≤
n

∑
j=1

λ jyyy j ,

n

∑
j=1

λ j = 1,

λ j ≥ 0, j = 1, ...,n
}

The above definition implies that the BCC model is as
follows:

min θ
s.t ∑n

j=1λ jxi j ≤ θxio, i = 1, ...,m
∑n

j=1λ jyr j ≥ yro, r = 1, ...,s
∑n

j=1λ j = 1,
λ j ≥ 0 j = 1, ...,n.

(2)

Definition 1(Reference Set).for a DMUo , we define its

reference set, Eo =
{

j|λ ∗
j > 0

}

in some optimal solution

to 1 or 2 [14].

Definition 2(Pareto-Koopmans Efficiency). DMUo
(o∈ {1, ...,n}) is a Pareto-Koopmans Efficiency if and
only if it is not possible to improve any input or output
without worsening some other input or output [14].

Definition 3.A DMUo is extreme efficient, if and only if it
satisfies the following two conditions: [13]

(i)It is efficient (Pareto-Koopmans Efficient).
(ii) |Eo|= 1.

Definition 4.A DMUo is non-extreme efficient, if and only
if it satisfies the following two conditions: [13]

(i)It is efficient (Pareto-Koopmans Efficient).
(ii) |Eo| > 1 (that is the CCR or BCC envelopment model

corresponding DMUo has alternate optimal).
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Definition 5.A DMUo with efficiency score ofθ ∗
o is

inefficient if and only ifθ ∗
o < 1. [14]

Definition 6.H is a hyperplane if H= {zzz|ppptzzz+α = 0}
where zzz= (xxx1, ..,xxxm,yyy1, ...,yyys) and ppp is the gradient of the
hyperplane andα is a scalar. Hyperplane
H = {zzz|ppptzzz+α = 0} is strong if none of components of p
are zero. In PPS, based on inputs and outputs of the units,
DEA forms efficient surfaces consist of strong and weak
efficient surfaces. These surfaces are hyperplanes consist
of strong and weak hyperplanes. In DEA these strong
hyperplanes are defining too.

For more details and the method of finding strong defining
hyperplane of PPS, [15].
Afterwards, to find extreme efficient DMU in BCC
model, the following linear programming is solved for
each efficient DMU:

max γo = ∑n
j=1
j 6=o

λ j

s.t ∑n
j=1 λ jx j ≤ xo

∑n
j=1 λ jy j ≥ yo

∑n
j=1 λ j = 1

λ j ≥ 0, j = 1, ...,n

(3)

DMUo is an extreme efficient in BCC model if and only if
the optimal value of (3) is equal to zero. [16,17]
Let the set of extreme efficient DMUs inTv be E and with
determining the set of E, the set ofE′ is defined as follows
[13]:

E′ =

{

(

xxx′′′j ,,,yyy
′′′
j

)

|
(

xxx′′′j ,,,yyy
′′′
j

)

=

(

1
α

xxx j ,,,yyyj

)

, j ∈ E

}

And the new production possibility setT ′
v :

T ′
v =

{

(

xxx′′′,,,yyy′′′
)

|xxx′′′ ≥
1
α ∑

j∈E
λ jxxx j ,yyy

′′′ ≤ ∑
j∈E

λ jyyyj , ∑
j∈E

λ j = 1

,λ j ≥ 0, j ∈ E
}

The sensitivity analysis of an inefficient DMU is studied
less than the sensitivity of an efficient units classification
and it seems to be ignored but in the recent years this
issue has been more studied. In 2011 Jahanshahloo et al.
supposed that DMU under evaluation is inefficient by the
efficiency score ofθ ∗

o andθ ∗
o < α < 1 whichα is a fixed

constant and defined by the manager.They obtained the
new frontier . They proved that as the efficiency score of
all points on the main frontier supposed to be 1, the
efficiency score on the new frontier isα. Then by using
different ways such as decreasing inputs, increasing
outputs or combination strategies,DMUo with efficiency
score ofθ ∗

o can obtain efficiency score ofα and has an
improvement forα −θ ∗

o in efficiency. [13]
To illustrate the subject, suppose an inefficientDMUo
with efficiency score ofθ ∗

o and (θ ∗ < α < 1) is under
evaluation.Tv frontier and T ′

v frontier are depicted in
figure 1. The efficiency score of all points on theTv is
supposed to be 1 and on theT ′

v , α.

Fig. 1: Tv andT ′
v frontier [13]

The efficiency score of each point on theTv frontier is 1 (inTv)
The efficiency score of each point on theT ′

v frontier isα (in Tv)

Theorem 1.The efficiency score of each point of E′ in Tv is
α.

Proof.See [13]

Attention 1There is one- to- one correspondence between
E and E′.

Proof.See [13].

Attention 2There is one-to-one correspondence between
Tv and T′v frontier points.

Proof.See [13]

Theorem 2.The efficiency score of each point on the T′
v

frontier is α in Tv.

Proof.See [13]

The region for every inefficient unit whose efficiency
score is smaller thanα is called ”Improvment Region”.
The efficiency score ofDMUo with efficiency scoreθ ∗

o
andθ ∗

o < α < 1 has an improvement for at leastα − θ ∗
o .

It will be looked more closely at the process in the next
section.

3 Proposed method

In this method, it is supposed thatDMUo which is under
evaluation is inefficient with efficiency score of
θ ∗

o andθ ∗
o < α < 1 andα is a constant which is defined

by the decision maker. The method to improve an
inefficientDMUo to obtain an exactly efficiency score of
α has been developed by Jahanshahloo et al. [13] and it
was extensively discussed in section 2. In the sequel, it is
going to be defined a region which is called the
“Improvement Region”. In this region the efficiency score
of α is the least efficiency score which can be obtained by
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a specific inefficientDMUo.Therefore the inefficient
DMUo can satisfy the decision maker and also it can be
improved itself to gain a new efficiency scoreβ ∗

o and
θ ∗

o < α ≤ β ∗
o ≤ 1. This new efficiency scoreβ ∗

o can be
obtained by different ways such as decreasing inputs,
increasing outputs or combination strategies.
To illustrate the subject, suppose that a specific inefficient
DMUo with efficiency scoreθ ∗

o andθ ∗
o < α < 1. Figure 2

shows Improvement Region (IR). It is the area consisting
of the bold line ABF plus the vertical line FP and bold lines
PQ, QR, horizontal line AR and all points between these
line segments.

Fig. 2: Representing “mprovement Region” (IR) forDMUo
(inefficient unit)

At first glance, it can be used model (1) or model (2) to
evaluateDMU j ( j = 1, ...,n) and to be found all extreme
efficient DMUs for Tv and T ′

v by using model (3). by
attention 2 there is one-to-one correspondence betweenTv
andT ′

v frontier points.
By definition 6 it can be found all strong supporting
hyperplanes of product possibility set (PPS) [15]. Let be
Hl The strong supporting hyperplanes ofTv frontier, with
l = 1, ...,k given by:
Hl = {zzz|ppptzzzl +αl = 0, l = 1, ...,k} where
zzz = (xxx1, ..,xxxm,yyy1, ...,yyys) and ppp is the gradient of the
hyperplane andα is a scalar. Corresponding to the
hyperplaneHl , the half spacesH−

l and H+
l are defined as

follow:

H−
l =

{

zzz|ppptzzzl +αl ≤ 0, l = 1, ..,k
}

,

H+
l =

{

zzz|ppptzl +αl ≥ 0, l = 1, ..,k
}

Similarly,the procedure will be repeated to find all of the
supporting hyperplanes ofT ′

v frontier. They can be
represented asH ′

1, ...,H
′
k which expressed as follows:

H
′−
l =

{

zzz′|ppp
′tzzz′l +α ′

l = 0, l = 1, ..,k
}

wherezzz′ = (xxx′1, ..,xxx
′
m,yyy

′
1, ...,yyy

′
s) and ppp′ is the gradient of

the hyperplane andα ′ is scalar.

Corresponding defining hyperplaneH ′
l , the half space

H
′−
l , ,and , ,H

′+
l are expressed as follows:

H
′−
l =

{

zzz′|ppp
′tzzz′l +α ′

l ≤ 0, l = 1, ..,k
}

,

H
′+
l =

{

zzz′|ppp
′tz′l +α ′

l ≥ 0, l = 1, ..,k
}

Figure 2 shows the “Dominated Region” (D) where in red
is the area that crosses the both frontierTvand T′v. This
region is consisting of all points that are defined as
follows:

D = {(xxx,yyy) |(xxx,yyy) ∈ Tv,(−xxx,yyy)≥ (xxxo,yyyo)}

Referring to defined half spaces, the set S is given by:

S1 =
k
⋂

l=1

H−
l , S2 =

k
⋃

l=1

H
′+
l ,S=

(

S1

⋂

S2

)

Finally “mprovement Region” (IR) is determined by:

IR= (S∩D)

Theorem 3.The efficiency score of each point of
”Improvement Region” (IR) isβ ∗ thatα ≤ β ∗ ≤ 1.

Proof.Let M with coordinates(XM,YM) be an arbitrary
point in IR as It is shown in Figure 3. There are three
cases to discuss .First ifM is a point onTv frontier, the
efficiency scoreβ ∗ = 1 . Second ifM is a point onT ′

v
frontier by theorem 2 the efficiency scoreβ ∗ = α. Third
supposed thatM is a point of area between two frontiers.
Respecting to pointM there is a point likeM′ with
coordinates(XM′ ,YM′) on the T ′

v frontier and there is a
point like M with coordinates(XM,YM) on theTv frontier
such that(XM,YM) = (XM′ − ε,YM′) whereε > 0. Then,
the pointM′ is evaluated by the BCC model inTv frontier
as follows:

min θM′

s.t ∑ j∈E λ jxxx j ≤ θM′xxxM′

∑ j∈E λ jyyy′j ≥ yyyM′

∑ j∈E λ j = 1
λ j ≥ 0, j ∈ E.

Theorem 2 asserts that there exists a feasible solution
(

θ ∗
M′ = α, λM = 1, λ j = 0, j 6= M

)

which is held in
constraints. From the first constraint, it is concluded that
XM = αXM′ (1). BecauseXM̄ = XM′ − ε , ε ≻ 0, for
having equation 1,α should increase. Morever, we know
that

(I) XM = XM′ − ε
(II )YM =YM′

If the pointM is evaluated by the BCC model inTv frontier,
then by (I) and (II)β ∗ > α is obtained and it is complete
the proof.
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Fig. 3: M is an orbitrary point in (IR)

The procedure of finding ”Improvement Region” can be
expressed by an algorithm as follows:
Step1.Obtain all extreme points ofTv frontier by using
model 2.3
Step2.Obtain all extreme points ofT ′

v frontier by using
model 2.3
Step3.Calculate all supporting hyperplanes ofTv frontier
which are namedH1,H2, ...,Hk and respectively forT ′

v
frontier which are calledH ′

1,H
′
2, ...,H

′
k by using proposed

method by Jahanshahloo et al [15].
Step4.Construct all half spacesH−

l with l = 1, ...,k given
by:

H−
l : {zzz|ppptzzzl +αl ≤ 0, l = 1, ..,k}.

Similarly according to define hyperplaneH ′
l , the half space

H
′+
l is given by:

H
′+
l : {zzz′|ppp

′tzzz′l +α ′
l ≥ 0, l = 1, ..,k}.

Step5. Determined the “Dominated Region” (D) as
follows:

D = {(xxx,yyy) |(xxx,yyy) ∈ Tv,(−xxx,yyy)≥ (xxxo,yyyo)}

Step6.Formulate the region which is called “Improvement
Region” (IR) as follows:

S1 = ∩k
l=1H−

l , S2 = ∪k
l=1H

′+
l ,

S= (S1∩S2) =
[(

∩k
l=1H−

l

)

∩
(

∪k
l=1H

′+
l

)]

IR = (S∩D) =
[(

∩k
l=1 H−

l

)

∩
(

∪k
l=1H

′+
l

)]

∩
{

(xxx,yyy) |(xxx,yyy) ∈ Tv,(−xxx,yyy)≥ (xxxo,yyyo)
}

4 Numerical example.

In this section we are going to illustrate the proposed
method by numerical example in CCR and BCC models.

4.1 Example (using BCC Model):

Consider a system of 6 DMUs with a single output and
input as show in figure 4. Data is given in Table 1. Assume
α = 0.800

Table 1: Data of numerical example 4.1

DMUs A B C G E F

X 1 2 4 3 5 3
Y 1 3 5 3 2 4
Results 1.000 1.000 1.000 0.670 0.300 1.000

The extreme efficient DMUs are A, B and C. the set
E = {A(1,1) ,B(2,3) ,C(4,5)}. F is non- extreme
efficient DMU and E and G are inefficient DMUs.
The Strong hyperplanes by using[15] are:

AB : H1 = {(xxx,yyy) |yyy−2xxx=−1} ,

BC : H2 = {(xxx,yyy) |yyy− xxx= 1}

DMUE is inefficient with efficiency scoreθ ∗
E = 0.3000<

α = 0.800. Now the setE′ and Strong hyperplanes ofT ′
v

frontier are defined as follows:

E′ = {A′ (1.25,1),B′ (2.5,3) ,C′ (5,5)}
A′B′ : H ′

1 = {(xxx,yyy) |2xxx−1.25yyy= 1.25} ,
B′C′ : H ′

2 = {(xxx,yyy) |2xxx−2.5yyy=−2.5}

Figure 4.portrays the Improvement Region for inefficient
DMUE. The region represented by line segments(HB),
(BC), (CC′), (C′B), (B′E′) and(E′H).

Fig. 4: Improvement Region for inefficientDMUE

S1 = H−
1
⋂

H−
2 = {(xxx,yyy)|yyy−2xxx≤−1, yyy−xxx≤ 1} ,

S2 = H
′+
1

⋃

H
′+
2 = {(xxx,yyy)|2xxx−1.25yyy≥ 1.25,2xxx−2.5yyy≥−2.5}

S= S1
⋂

S2 = {(xxx,yyy)|yyy−2xxx≤−1, yyy−xxx≤ 1}
⋂

{(xxx,yyy)|2xxx−1.25yyy ≥ 1.25, 2xxx−2.5yyy≥−2.5}
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Dominated regionD is defined as follows which is
restricted to:

D = {(xxx,yyy) |(xxx,yyy) ∈ Tv, (−xxx,yyy)≥ (xxxE,yyyE)}

Finally the “Improvement Region” is defined as follows:

IR= (S∩D)

= {(xxx,yyy)|yyy−2xxx≤−1, yyy− xxx≤ 1}
⋂

{(xxx,yyy)|2xxx−1.25yyy≥ 1.25, 2xxx−2.5yyy≥−2.5}
⋂

{(xxx,yyy) |(xxx,yyy) ∈ Tv, (−xxx,yyy)≥ (xxxE,yyyE)}

One of The points in the frontierT ′
vwith efficiency score

of α = 0.8 is E′ = (1.875,2). The other points such as
H = (1.75,2.1) , K = (1.80,2.05) , L = (1.75,2.5) , M =
(4,4.5) andN = (3,3.9) are in the ”Improvment Region”
with efficiency score 0.89, 0.89, 0.85, 0.93, 0.88 and 0.9
respectively. All of these points satisfy in the ”Improvment
Region” and half spaces.Thus these points are points that
their input is less than input ofDMUE and their output is
more than output ofDMUE. Therefore efficiency scores of
these points are better than efficiency scoreDMUE.

4.2 Example (using CCR Model):

Consider a system of 4 DMUs with a single output and 2
inputs as show in figure 5. Data is given in Table 2. Assume
α = 0.800

Fig. 5: Data set inTv

The extreme efficient DMUs areA, B and C. the set
E = {A(1,4,1) ,B(2,2,1) ,C(5,1,1)}. The inefficient
DMUF is under evaluation with efficiency score
θ ∗ = 0.380< α = 0.800
The Strong Supporting hyperplanes by using [15] are:

AB : H1 = {(xxx1,xxx2,yyy) |6yyy−2xxx1− xxx2 = 0}
BC : H2 = {(xxx1,xxx2,yyy) |8yyy− xxx1−3xxx2 = 0}

Table 2: Data of numerical example 4.1

DMUs A B C F

x1 1 2 5 6
x2 4 2 1 5
y1 1 1 1 1
Results 1.000 1.000 1.000 0.380

Now the setE′ and Strong hyperplanes ofT ′
v are defined

as follows:

E′ = {A′ (1.25,5,1),B′ (2.5,2.5,1) ,C′ (6.25,1.25,1)}
A′B′ : H ′

1 = {(xxx1,xxx2,yyy) |−2.5xxx1−1.25xxx2+9.375yyy= 0}
B′C′ : H ′

2 = {(xxx1,xxx2,yyy) |−1.25xxx1−3.75xxx2+12.5yyy= 0}

S1 = H−
1
⋂

H−
2

= {(xxx1,xxx2,yyy) |6yyy−2xxx1− xxx2 ≤ 0,8yyy− xxx1−3xxx2 ≤ 0}
S2 = H

′+
1

⋃

H
′+
2

= {(xxx1,xxx2,yyy) |−2.5xxx1−1.25xxx2+9.375yyy≥ 0
,−1.25xxx1−3.75xxx2+12.5yyy≥ 0}

S = S1
⋂

S2

D= {(xxx1,xxx2,yyy) |(xxx1,xxx2,yyy) ∈ Tv,(xxx1,xxx2,yyy)≥ (xxxF ,xxxF ,yyyF)}

Finally the Improvement Region (IR) is defined as follows:

IR= (S∩D)

The points, such asD = (2,2.5,1) , E = (3,2,1) ,
K = (2,3.5,1) and L = (1.5,3,2,1) are in the
”Improvment Region” with efficiency score 0.92, 0.89,
0.80 and 0.97 respectively. All of these points satisfy in
the ”Improvment Region” and half spaces.Thus these
points are points that their inputs are less than inputs of
DMUF . Therefore efficiency scores of these points are
better than efficiency scoreDMUF . It is clear that
M = (4,3,1) doesn’t satisfy in the ”Improvement
Region” and half spaces, however its inputs are less than
inputsDMUF .

5 Application in hospitals

The examples used in previous section have been very
limited in the number of inputs and outputs used. This
made it possible to use simple graphic displays to clarify
”Improvment Region” but, of course, this was at the
expanse of the realism needed to deal with the multiple
inputs and multiple outputs. Hence, we illustrate our
approach in finding ”Improvment Region” for data set 12
hospitals. A list of hospitals used is provided in Table 3.
In this report, there are number of doctors, number of
nurses, number of outpatients and inpatients which
number of doctors and nurses are considered as inputs
and number of outpatients and inpatients are as outputs.
Assumeα = 0.70. The example is received from [14] and
is about evaluation the relative efficiency of 12 hospitals.
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model 2 (CCR) is used for efficiency evaluation. The
extreme efficient hospitals areA, B and D. The setE =

{A(20,151,100,90)) ,B(19,131,150,50) ,D(27,104,180,72)}.
The other hospitals are inefficient.hospitalE is inefficient
with efficiency scoreθ ∗

E = 0.21< α = 0.70. Now setE′

is defined as follows:

E′ =
{

A′ (28.4,214.42,100,90),B′ (26.98,186.2,150,50),

D′ (38.34,147.68,180,72)
}

Table 3: Data of Application in hospitals
Hospitals A B C D E F G H I J K L

Doctors 20 19 25 27 55 55 33 31 30 50 53 38
Nurses 151 131 160 104 285 255 235 206 244 268 306 284
Outpatient 100 150 160 180 45 230 220 152 190 250 260 250
Inpatient 90 50 55 72 39 90 88 80 100 100 147 120
Results 1.0 1.0 0.83 1.0 0.21 0.61 0.90 0.76 0.96 0.71 0.81 0.96

hospitalE is inefficient and it can scarcely reach to the
efficient frontier and achieving the score 1 in efficiency
but it can obtain an efficiency score closed to 1 namely
α = 0.70 and defined by the manager of hospital. Thus
this hospital can satisfy the manager of hospital and it can
be improved itself to gain a new efficiency score more
than 0.7. In order to it should decrease inputs or increase
outputs or combination them. This developing places in
the ”Improvement Region”. One of The points in the
frontier T ′

vwith efficiency score of α = 0.70 is
K = (26.5,149,125,56). Some of the suggestions are
designated which 0.7< θ ∗

new< 1 as following:
L = (20.5,150,160,55), M = (24.3,140,135,59),
N = (27.2,171,160,75), P = (35.2,140.81,190,81) with
efficiency score 0.75, 0.81, 0.87 and 0.84, respectively.

6 Conclusion

In this paper, we developed a new approach for the
sensitivity analysis of an inefficient unit whose efficiency
score is less thanα. The presented method in this paper
specifies an“Improvement Region” for an inefficient
DMU. This region for the inefficient DMU has an
improvement for at leastα − θ ∗. By choosing different
strategies the specific inefficient DMU can improve itself
to the levelα That is defined by the manager and also to
the level that is greater thanα. It means that an inefficient
DMU can obtain more contentment and satisfaction of the
manager.
There are many places such as schools, universities,
hospitals, banks, companies and etc. whose staffs should
have at least a defined efficiency score so those people
with efficiency score less than the least should come up
with the level by themselves. By the proposed method,
the efficiency score of a specific inefficient DMU changes
to at least a defined efficiency score. Sometimes a change
in strategy in input (input decreasing) or a change in

output (output increasing) or simultaneous changes in
input and output is impossible but the Improvement
Region is available for each inefficient DMU and the
manager can examine different strategies and decided
more explicitly for the future.
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