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Abstract: In this paper, three new techniques namely improved Linli@dtion Agglomerative Clustering (iLIAC), Global Ouli
Validation (GOV) and Effective Cluster Validation MethoB@QVM) are proposed. The proposed work aims to automatisaiparate
the outliers (irrelevant or error data) and normal clustees the large dataset through the process of identifyiagrtaximum number
of highly relative clusters with good accuracy. The firstgwsed technique iLIAC works with a new threshold (optimunrgeecost)
that aims to limit the number of iterations, and it autorralticidentifies the maximum number of highly relative clustand outliers
over the large dataset with higher accuracy and fewer nssifieation errors and less computational time. The secectthique GOV
evaluates the global outliers around the result, and thedeknique ECVM measures the purity (intra-cluster siritigand impurity
(intra-cluster dissimilarity) over the result of the iLIA@chnique. Experimental results show that the propose#iGliechnique is
quicker and better to separate the normal clusters ancmitiver the large dataset with good accuracy than the mxischniques.

Keywords: improved Limited Iteration Agglomerative Clustering (AC), Outlier, Global Outlier Validation (GOV), EffectivelGster
Validation Method (ECVM), Intra Cluster Similarity and hatCluster Dissimilarity

1 Introduction global outlier detection method for finding the outliers
o ) i . over the unsupervised clustering tree by top down
Generally, outlier is an observation point that is at aapproach. In§] reported an automatic Partition Around
distance from other observations. The outlier points canyiedoids (PAM) clustering algorithm that used to
indicate faulty data, erroneous procedures, experimentafientifies the outliers over the large dataset.Some of the
errors and systematic errors. The outliers in thepopylar traditional clustering techniques namely
observation set can directly affect the accuracy of datpgscAN, CHAMELEON, CLARANS, ROCK, CURE
analysis process such as classification, clusteringand BIRCH are reported to find the patterns or clusters
decision tree learning, statistical measures, and stdndaigyer the dataset while also finding outliers in the dataset.
deviation and asymmetric. The inclusion or exclusion of They are optimized for clustering rather than outlier
outliers in an analysis depends upon the purpose of datgetection ]. George Kollios et al] reported a
mining. Sometimes removing or replacing outliers havedensity-biased sampling technique for speed-up the
improved the accuracy of the resulting cluster or patterngjystring and outlier operations over the large
1. _ _ ~ multidimensional datasets. They suggested this technique
Statistical outlier detection methods are reported injs great flexibility and improved accuracy of the results
[2] which targets the distribution of data, parameters andpyer simple random sampling. I8][reported a different
types and also the number of expected outliers.3dn [ a|gorithm namely DBSCAN, it makes use of two external
reported a Local Outlier Factor (LOF) based outlier parameters, the minimum number of points in the
detection approach. This approach used to identify theyeighborhood of a point and the radius that defines this
outliers based on the density of local neighborhoodneighborhood. Choosing the appropriate parameters, it is
relying on the local outlier factor (LOF) of each point, then possible to identify the objects located in the high

which depends on the local density of its neighborhood.and low density regions. Neighboring objects in the high
Bin-mei Liang @] reported a hierarchical clustering based
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density region define clusters. The advantage of theéhat are usually missed by global techniques. Another
DBSCAN is that it consumes lesser computational andauthor was reported a statistical approach to the problem
time complexities. George Karypis et dl(] reported a  of inlier-based outlier detection for finding outliers ireth
method called CHAMELEON. They suggested that thetest set based on the training set consisting only of inliers
CHAMELEON finds the normal clusters and outliers over [22]. Vijaya et al. R3] reported a two level clustering
the dataset through a two-phase algorithm. In the firstalgorithm namely Leaders-Subleaders. This approach is
phase, it uses a graph partitioned algorithm to cluster theused to identify the subgroups in the each cluster. Xiaohui
data items into several relatively small sub-clusters and i Liu et al. [24], the authors had suggested a cautious
the second phase, it finds the genuine clusters throughpproach to outlier analysis in that only those outliers
repeatedly merging these sub-clusters. Zengyou-He et amost likely to be noisy are eliminated. This approach to
[11] reported a frequent item-set based outlier detectiorknowledge-based outlier analysis is a useful extension to
mechanism. In this approach, the outliers are separatedxisting work in both statistical and computing
through the Frequent Pattern Outlier Factor (FPOF). Incommunities on outlier detection.
[12] reported an algorithm namely FindCBLOF that used  Yang P and Zhu Q S2p] reported a method for
to discover the outliers over the data set. Anotherfinding the key attribute subset in dataset that starts with
approach called CLARNS was motivated through PAM seeking all outliers on the full attribute set, and then
and CLARA techniquesl3]. This CLARANS approach searches through all outlying attribute subsets for these
is used to identify the distinct clusters over the data sefpoints. Later it was able to determine the key attribute
based on the randomized search. The authors suggestsdbset in accordance with the similarity between outlying
that the CLARANS could produce better clustering result partitions. Yong Zhang et al2p] reported two algorithms
with higher accuracy than PAM and CLARA techniques. namely Local Distribution Based Outlier Detection
Sudipto Guha et allfgreported a robust hierarchical (LDBOD) and LDBOD+ for outlier detection. These
clustering algorithm called ROCK that employs links and approaches could detect the local outliers from the
not distances while merging clusters. The authors haveviewpoint of local distribution that is characterized with
suggested that the methods were naturally extending tthree measurements local average distance,local density
non-metric similarity measures and that the relevance irand local asymmetry degree. They noticed two drawbacks
situations where a domain expert or similarity tables is thein this approach: 1) not applicable for non-continuous
only source of knowledge. Dutta M et alL]] suggested features, and 2) higher computational complexity for
drawback in the DBSCAN in which the entire clustering handling large scale with high dimensional dataset.
result accuracy is based on two external parameters and In [28] focused cluster validity measure with outlier
also reported a technique namely QROCK, that computesletection and cluster merging algorithms for the Support
the clusters by determining the connected components ofector Clustering (SVC). They reported through these
the graph. This method is very efficient in obtaining the three parameters that the SVC algorithm is capable of
clusters and giving a drastic reduction to the computingidentifying the ideal cluster number with compact and
time of the ROCK. In 18] reported a clustering technique smooth arbitrary shaped cluster contours and increased
called CURE that is more robust to outliers and identifiesrobustness to outliers and noises. 29|[ reported an
clusters having non-spherical shapes and wide variancesutlier detection method based on clustering analysis. It
in size. The authors have suggested that the CURHletects outliers over the suspicious outlier set, and puts
achieves through representing each cluster and thenon-outlier into a cluster which has a similar
shrinking them toward the center of the cluster by acharacteristic with it. They suggested that the outlier may
specified fraction. Basically, the CURE employed alead to wrong analysis and hence to a wrong prediction,
combination of random sampling and partitioning, a which in turn resulted in making a wrong decision. Many
random sample drawn from the data set is firstof the authors 30,31,32] have suggested several
partitioned, and each partition is partially clusteredeTh drawbacks over the traditional hierarchical agglomeeativ
partial clusters are then clustered in a second pass to yieldlustering technique (HAC): 1) higher space and
the desired clusters. Zhang et 4] reported a technique computation complexity for clustering the large dataset 2)
namely Balanced Iterative Reducing and Clustering usingvalidation method is inefficient and inaccurate for
Hierarchies (BIRCH). They suggested that the BIRCH isevaluating the clustering result 3) difficulties in finding
faster and better suitable to process the large data set witthe optimum number of clusters over the single clustering
noise, and it can produce higher quality clustering resulttree.
with the available memory resource. The above clustering techniques have failed to
Seung Kim et al. 20] reported a method called fast automatically separate the normal clusters and outliers
outlier detection that was reducing the Local Outlier over the large dataset. In order to overcome the above
Factor (LOF) computation time. In2[] reported a drawbacks, in this paper, three new techniques namely
method namely Spatial Local Outlier Measure (SLOM) improved Limited Iteration Agglomerative Clustering
that captures both spatial autocorrelation and spatia(iLIAC), Global Outlier Validation (GOV) and Effective
non-constant variance. The author suggested that th€luster Validation Method (ECVM) are proposed. The
SLOM method is sharper to discern local spatial outliersfirst technique iLIAC works with a new threshold
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(optimum merge cost) that aims to limit the number of  where VA(X) is the variance of the input object 9¢ét
iterations and it automatically identifies the maximum and is defined in equation (4) as:

number of highly relative clusters and outliers over the L0

large dataset with higher accuracy and fewer . N2y 5oy
misclassification errors and less computational time. The VAX) = {((ﬁ ;(X. —X))Pvxexy ()
GOV is able to evaluate the global outliers over the

resulting cluster. The ECVM is better suitable in where,X; represents théh objeot that be|ongs to the
computation of the intra-cluster similarity and input object setXx andn denotes the size of the input
intra-cluster dissimilarity over the resulting cluster. objeot set. Corresponding to the optimum merge
Experimental results show that the proposed iLIAC is cost(OMC) the proposed technique iLIAC can identify

quicker and better to identify the perfect number normalthe maximum number of highly relative clusters over the
clusters and outliers over the large dataset with goodnput object seK.

accuracy than the existing techniques.
This paper is organized as follows: section 2 and

section 3 deals with the proposed threshold and GOV3 Proposed Global Outlier Validations
technique respectively. Section 4 contains the details of

the proposed iLIAC algorithm. Proposed ECVM method The gutlier validation is a type of measure that is capable
is discussed in section 5 and experimental results args jdentifying the outliers over the cluster set. The
presented in section 6. Conclusions and future researCBroposed method GOV is aimed to evaluate the global
scope are drawn in section 7. outliers over the resulting cluster of proposed technique
iLIAC. This method consists of two steps. The first step,
is that it measures the degree of the each individual
2 Proposed Threshold Technique clusterD(C;) over the resulting cluste®:, whereD(C;)
represents the degree of tiecluster that belongs to the

In this section, the detailed description of the proposed@sulting cluster and is defined in equation (5) as:
threshold technique is presented. The threshold is a

semi-supervised technique that computes the optimal K N
merge cost to limit the number of iteration$5. The D(C) = { ZZ GCij|VCij € G,VCi € Rc} (5)
proposed threshold is an optimal merge cost that helps to i=1j=1

find the exact iteration to end the clustering process and
then automatically produces the optimum number of  where,Gj represents the count of th& object inith
clusters over the given object set with good accuracycluster that belongs to the resulting clusiey, C; denotes
Generally, the optimum merge cost is the majortheit" cluster in the resulting cluster amdl is describing
component that can directly affect the quality of the the number of objects iii" cluster. In the second step, it
cluster. For example, if the optimal merge cost is tooverifies the cluster is normal or outlier based on the
small, then large numbers of clusters are generated. Odegree of cluster. If the degree of the cluster is equal to
the other hand, if the optimal merge cost is too large, therone then it confirms that the particuldf cluster is an
a very few clusters are generated on the final clusteringutlier otherwise it marks that the particuldt cluster is
result. The proposed threshold method that computes thaormal. Fig 1 shows an example of the proposed outlier
optimum merge cost (OMC) is defined in the equation (1) validation.
as: Fig 1 contains five clusters namely, C,, C3, C4 and
Cs. It is clear that the size of each cluster varies from one
OMC = |(SD(X) — VA(X))| 1) another among the clusters in the cluster set. The
proposed method GOV is tested over each individual
where,SD(X) denotes the standard deviation of input cluster indicated in the Fig 1, and it has identified two
object seiX is defined in equation (2) as: outliers C4 andCs) and three normal cluster€4, C, and
C3) respectively based on degree of clusters are defined as
2\ 3 D(Cy)=7, D(C)=8, D(C3)=6, D(C4)=1 and DCs)=1. The
i; (X. _X) )ZWX‘ € X} 2) above result shows that the proposed method GOV is
B simple and easy to evaluate the outliers and normal
clusters over the resulting cluster.

D(X) = {(

Sl

where,X; represents thé" object that belongs to the
input object setX and X denotes the mean of the input
object setX with n objects fori = 0,1,..,n and is defined

in equation (3) as: 4 Proposed iLIAC technique
_ 310X From the literature survey, many authors have clearly
X = {7T|in €X} (3)  noticed the drawbacks over the traditional Hierarchical
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equation (8) as:

.. d

o d(Xa,Xj):{(;(xr—xjr)z)%wre)g,vxjrexj}
r=
(8)
) : Co WhereX;randX;, represent the'" feature that belong
e 00 ® to the respectivé” and ji" clusters andd describes the
G number of features in the cluster. Once, that the closest
clusters paird(X;,Xj) is merged into a single cluster
)(;jwith minimum merge cost and later it updates the
merged clustex]j by average function that is defined in
equation (9) as:
Fig. 1: An example of normal clusters and outliers Xi + Xj

X ={ X € X, X € X} (9)

2

where, X andX; represents the respectiif® and j"
Agglomerative Clustering (HAC) technique: (1) failed to clusters that belong to the input cluster 3et Next, it
automatically separate the optimum number of clustergleletes thg™ cluster in the input cluster st and then
and outliers (2) higher space and computation complexityeduces the input cluster set size (to— 1). The above
(3) consumegn — 1) iterations, wheren denotes the size Pprocess is repeated until the minimum merge cost of the
of the dataset (4) producing singleton clustering tree (5)cluster pairAd exceeds the optimum merge cost (OMC)
need cluster validation technique to trace the optimumand finally it produces a maximum number Kfhighly
number of clusters over the singleton clustering tree, ande€lative clusters or multi-ton clusters in the resulting
(6) producing result with lesser accuracy and higherclusterRc over the input object seX and is defined as
misclassification error. In order to overcome the aboveRc = {C1,Cs,...Ck }, whereC; denotes thé" cluster that
drawbacks, in this section, a new technique calledbelongs to the resulting clust& andK represents the
improved Limited Iteration Agglomerative Clustering humber of clusters in the resulting clustéc for
(iLIAC) is present. The iLIAC automatically separates the | = 1,2,..,K. In the outlier validation stage, it measures
normal clusters and outliers over the large dataset througthe degree of each individual clust&(Ci) over the
the process of identifying the maximum number highly resulting clusteRc and subsequently it identifies the each
relative clusters based on optimum merge cost. Thendividual cluster that is normal or outlier based on its
iLIAC technique consists of three stages viz. (1) thresholddegree of the cluster. The proposed iLIAC algorithm is
stage, (2) clustering stage, and (3) outlier validatiogsta described as follows:
In the threshold stage, it computes the optimum mergéAlgorithm
cost (OMC) over the input object set through the Threshold Stage:
equation (1) and the input object skt is defined as Input:X = {Xo,X1,.., Xn}
X = {Xo,X1,..,Xn}, where X; is representing thé"  Output:(OMC)
object that belongs to the input object ¥eaindn denotes ~ Begin
the number of objects in the input object ¢t In the
clustering stage, it starts with the each individual object
the input object seX = {Xo,Xl,..,Xn} as individual
cluster. In the beginning, the proposed technique 3
constructs the upper triangular distance matsio; for '
input object setX, and subsequently it identifies the
closest clusters paifX;, X;) with a minimum merge cost
Ad over the matrix dij and is defined in equation (6) as:

1.Initialize the input object set

2.Compute the standard deviati®D of the input object

setX using equation (2)

Compute the variandéA of input object seX using

equation (4)

4.Calculate the merge co§ODMC) using equation (1)
Based on the results of equations (2) and (4)

End

—mi Ve Ve " Clustering Stage:
Ad=min{d(4, X;)I¥(X. %) € Uds } © Input: X = {Xo,Xs,..,%} and Optimum Merge Cost

whereUd;; is the upper triangular distance matrix for ~ (OMC)
cluster and which is defined in equation (7) as: gUtPUtR’c ={C1,Cz,...Ck }
egin
Udij={d(X.X})[0<i< (n-1)Vj>i,j < (n-1)} (7) 1.Assume each individual object as a cluster in the input
object seX = {Xo,X1,..,%n}

andd(X;,X;) is the Euclidean distance betwé€rand j™" 2.Construct the upper triangular distance métri; for
clusters that belongs to the input clusterXes defined in input object seX
(@© 2016 NSP

Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.10, No. 3, 1141-1154 (2016)www.naturalspublishing.com/Journals.asp NS = 1145

3.Find the closest clusters pdk;,X;) with minimum 6 Proposed Cluster Validation Technique
merges cosf\d overUd;; using equation (7).
4.Compare the selected clusters p4irXj) with Generally, the cluster validation is a type of quality
minimum merge costAd to optimum merge cost measure that calculates the accuracy and misclassification
(OMC) : If (Ad < OMC) then step 5 Else step 10 errors around the clustering result. Many authors have
5.Merge the selected clusters p&X;,X;) into single  reported drawbacks in the existing cluster validation
Cluster(X, Xj)— > Xij methods in 15,26,30,32]. The authors suggested that the
6.Update merged clust; by equation (9) existing cluster validity measures are inefficient and
7.Deletejth cluster in the input cluster sit inaccurate for eyaluatmg 'the resulting (;Iuster of theé_arg
8.Reduce the input cluster set size(oy- 1) Cjataset with noise or outliers ano_l also it consumes higher
9.Repeat the steps 2 tol0 until the condition ig time and computation cqmplexny. To overcome these
unsatisfied in the step 4. drawbacks, in this section, a new method namely
10.Stop the clustering process. Effective CIL_lster Valldf_;mon Method (EC_VM) is
proposed. This method aims to measure the intra-cluster

End similarity  (purity) and intra-cluster dissimilarity
Outlier Validation Stage: (impurity) over each individual cluster in the resulting
Input: Re = {C1,Cy,..,Ck } cluster of the unsupervised clustering technique. The
Begin ECVM consists of two measures namely Purity Measure

(PM) and Impurity Measure (IM) which are described in

1.Measure the degree of each individual cluster in thethe given below subsections.

resulting clusteRc with equation (5).
2.ldentify the normal cluster and outlier following

conditions:

(a)If the degree of the clust&(Ci) is equal to one, g1 Purity Measure

then mark theé'" cluster is outlier. '
(b)If the degree of the clustdd(C;) is greater than

one, then mark thi" cluster is normal. The proposed PM is a simple and effective quality measure

that aims to measure the purity or intra-cluster similarity
End around the each individual cluster in the resulting cluster
of the iLIAC. It consists of three steps. In the first step, it
computes the centrojf of the each individual cluster that
belongs to the resulting clustBe fori =1,2,..,K and is
. . defined in equation (10) as:
5 Complexity Analysis

K N
In this section an analysis of computational complexity of . 1 ey v
the proposed technique iLIAC is presented. The proposed A {Ni i;glclj IVGij € Ci,¥Gi € RC} (10)
iLIAC technique consume@(@) time to construct
the upper triangular distance matriddij, where n where,Cj denotes thej" object belong in the"
denotes the number of clusters in the input clusteiXset cluster in the resulting clusté: andC; is theit" cluster
An iteration timeO(2%2) is required for linear search with N objects. In the second step, it measures the purity
of the closest clusters paiX;,X;) with minimum merge  or intra cluster similarityR over the each individual
cost Ad on the matrix Ud; for i = 0,1,..,n, cluster through its centroig; for i = 1,2,..,K and is
j=i+1,.,n—1andj>i<n-1, wherei andj are definedin equation (11) as:
represent the™ and ji" clusters respectively. In the
merging process, it require®(1) time to merge the

. Ni
selected closest clusters pafX,X;)— > Xjj . The p— {(1 K Gy — B) % 100G, € G VG € Re)
updating process requir€1) time to eliminate thejth N; 21;1 ’ ’
cluster on the input cluster s&t. Therefore, the overall 1C —B|<T
time complexity of the proposed technique iLIAC is and I—Rl=
O((M 2y 4 14 1) for (n—k) iterations wherek 0|Cij—B|>T
represents the number of iterations reducedraddnotes 11)

the size of the input cluster set. As a whole, the
proposed technique reduces the space complexity from where, [ represents thidh cluster centroid belongs to

2 n(n—1) i i i .
O(n%) to O(=%=) and computational complexity e resylting clusteRe , Ni denotes the number of objects

fromo(n®) to O((™%Y) + 1+ 1) compared to the in theith cluster andT is the threshold which limit the

existing agglomerative clustering technique. similarity level betweer and j!" object that belongs to
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Table 1. Sample Object Set (SOS).

theith cluster and respectively its value would varies based

on input object set behavior. In the final step, it computes Ob.ld | Objects || Ob.Id | Objects
the accuracA(R:) or overall intra cluster similarity over 1 6.0 2 5.9
the resulting clusteRe through the intra cluster similarity 3 5.6 4 55
of the each individual cluster that is defined in equation 5 5.9 6 5.6
(12) as: 7 5 8 5.9
9 6 10 6.3
1 N 11 5.2 12 6.1
A(Re) = ZHIVH eP (12) 13 58 14 5.8
= 15 4 16 2.8
Where,R denotes the purity or intra cluster similarity of 17 3.2 18 4.1
theit" cluster that belongs to the resulting clusReyand 19 1.2 20 2.7
K represents the total number of clusters in the resulting 21 6.1 22 2.7
clusterRc fori=1,2,...K. 23 2.8 24 8.2
25 5.3 26 5

27 6

6.2 Impurity Measure

The proposed IM is a type of impurity measure that aims to
measure the intra-cluster dissimilarity over each indiaid
cluster in the resulting cluster. It measures the impurity o
the resulting clusteR: in two steps. In the first step, it
computes the impurity or intra-cluster dissimilariy of
each individual cluster that belongs to the resulting eust
Rc fori=1,2,..,K and is defined in equation (13) as:

1 K N
IR = {(Wi ZZ IGij — Bil) x 100¥G;j € G, VG € Re},
i=1j=1
1Gj—Bi|>T
and 0|Cij —BI<T Fig. 2: Scatter Graph of the SOS shown in Table 1
(13)

where, B represents thé!" cluster centroid that Kk-means, AHC, DBSCAN, CHAMELEON, and CURE

belongs to the resulting clust@® and N, denotes the &ré presented. For the experimental purpose, Sample
number of objects in thé" cluster. In the second step, it OPiect Set (SOS) which contains 27 human height data
calculates the overall misclassification error or that is collected from our laboratory and house are
intra-cluster dissimilarity of the resulting clust®®.  constructed. The SOS contains six normal clusters and
through the intra cluster dissimilarity of each individual three outliers as indicated in Table 1. Fig 2 illustrates the
cluster and is defined in equation (14) as: scatter graph of the SOS shown in Table 1. The iLIAC is

tested over the SOS with single dimensional feature and
is described in the next subsection.

Me (Re) = %_ilmvm cip (14)

where | B, denotes the impurity of thi€" cluster belongs in 7.1iLIAC

the resulting clusteRc andK represents the total number

of clusters in the resulting clustétc. The experimental |, this subsection, the proposed technique iLIAC is tested

results of the proposed cluster validation measures PM and;qnd the SOS with n objects shown in Table 1. Table 3

IM are discussed in the section given below. shows the experimental result of iLIAC that is tested over
the SOS indicated in Table 1. Table 2 shows the iLIAC
that has taken (18) iterations to partition the SOS into

7 Experiment and Results nine highly relative clusters and is indicated in Table 3. At
the every iteration, it finds the two highly relative objects

In this section, the extensive performance analysis of theor clusters that are merged together. Hence, the optimal

proposed technique over the existing algorithms namelymerge cost is very smaller which is calculated using the
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proposed equation (1). Based on the optimal merge COStTabIe_Z: _Step by step result of proposed technique is tested over
the iLIAC partitions the SOS into nine high relative SOS indicated in Table 1

clusters with fewer numbers of iterations and the| lterations Merged Minimum Number | Number
respective results are obtained in Table 3. From the Table () clusters pair for| merge | of of link
3 it is clearly noticed that the resulting cluster of the lteration cos(Ad) object

proposed iLIAC is containing nine clusters such@Gs 1 (6.6) 0 2 1

C,, C3, Cy4, G5, Cg, C7, Cg andCg and each cluster contains § (2'5)5'69) 8 2 i
highly similar objects with itself. Fig 3, illustrates thifie (5.8,5.9)

. . ; 4 ((5.9,5.9),5.9) | 0 3 2
experimental result of the proposed iLIAC technique 5 (5.6.5.6) 0 5 1
tested over the SOS indicated in Table 1. 6 (5'53 ' 0 > 1

It is evidenced from the Table 4, that the outliers and| - (5j8 5.8) 0 2 1
normal clusters are perfectly evaluated over resulting g (2_8:2_8) 0 2 1
cluster of the proposed iLIAC technique through the| g (2.7,2.7) 0 2 1
GOV. The GOV is properly evaluated the each individual| 19 (((6,6),6),((5.9, | 0.1 6 5
cluster in the resulting cluster through the degree of 5.9),5.9)))
cluster, and subsequently it has been identified that five 11 ((5.6,5.6),5.5) | 0.1 3 2
normal clusters and three outliers over the resulting 12 (5.2,5.3) 0.1 2 1
cluster are obtained and indicated in Table 4. Table § 13 (4,4.1) 0.1 2 1
shows the purity or intra cluster similarity measures over| 14 ((2.8,2.8),(2.7, | 0.1 4 3
the each individual cluster in the resulting cluster of the 2.7)
iLIAC that has been tested around the SOS indicated in 15 (6.1,6.1) 0.1 2 1
Table 1 and the respective result is obtained in Table 3. If 16 ((((6,6),6),((5.9,| 0.15 8 7
is clearly noticed from the Table 5, that the proposed 5.9), 8)),
method PM is accurately measured the intra clustef (5.8,5.8))
similarity over each individual cluster that belongs to the | 17 G, 0.25 4 3
resulting cluster . The overall resulting accuracy is 5).(5.25.3))
calculated through the intra cluster similarity or purity o 18 (63,(6.1,6.1) | 0.25 el 2
each individual cluster in the resulting cluster and the
res?;%%btaé?e?lIljsltr;gg;te?elgjne '(I;?blfhg. intra-cluster Table 3: Result of iLIAC technique that tested a_round the SOS
dissimilarity measures over the each individual cluster in Re (Sézt)us of the each cluster in
the resulting cluster of iLIAC as indicated in Table 3.

According to the experimental result, IM measure is = (é((86,568),6),((5.9, 5.9). 5.9)
perfectly calculated the intra-cluster dissimilarity or C E(éé 56)3; 5.5)

impurity over the each individual cluster in the result of Ci ((5'55 ('52' 5'3))

the iLIAC technigue and the measured result as obtained Ca (6.§ (,6.1. é.l.))

in Table 5. The overall misclassification error has Cs | (4, 4'.1) ’

calculated over the result of the iLIAC through the intra Cs | ((2.8,2.8), (2.7, 2.7)

cluster dissimilarity of each individual cluster in resog C; | 3.2

cluster. According to the experiment results that the Cs | 1.2

proposed technique ILIAC is better suitable to Cy | 8.2

automatically separate the highly relative clusters and
outliers over the dataset than the existing techniques that

is described in the following subsection. Table 4: (GOV) measures over the result of proposed iLIAC
technique

Resulting Status of the clusters Degree Remark of
Cluster | in (R) of cluster | clusters in
(Re) (DEC) | (R)

C ((((e, 6),6),((5.9,5.9),| 8 NC

5.9)), (5.8, 5.8))

C ((5.6, 5.6), 5.5) 3 NC

Cs ((5,5), (5.2,5.3)) 4 NC

Ca (6.3, (6.1, 6.1)) 3 NC

Cs (4,4.1) 2 NC

Cs ((2.8,2.8), (2.7,2.7) | 4 NC

C; 3.2 1 Outlier

Cg 1.2 1 Outlier

Co 8.2 1 Outlier

(@© 2016 NSP

Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

1148 %N”S ) Krishnamoorthy R, Sreedhar Kumar S: An Improved AgglomeeaElustering Algorithm for Outlier Detection

o 0.1 0.15 025 0.335 0.45 0.56 0.86
t t

€1 59
5.9

5.9
5.8
5.8
5.6

55

]
w

| e

I

Optima merge Cost | 0:)

o]
w

Resulting Cluster
o
NNl b || wmnn

(2]
@
RETIRS

—
=

Cs 1.2

)
M

wlw
[

Cs 8.2

Fig. 3: Result of proposed technique iLIAC tested over the SOS
indicated in Table 1
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Table 5: Performance evaluation of proposed technique iLIAC of the DBSCAN that is tested over SOS indicated in Table

Re Slfattls _Of(RCT)he Performance Measures 1. Based on the experimental results, we suggested that
clusters in : . the DBSCAN is suitable for identifying the outliers and
F‘T:‘gftlhn I($=V(;Tt1h7) ?g;d ?Q/E)(RC) normal clusters over large object set. The main drawback
(%) (%) in the DBSCAN is that the entire result quality is based on
C: | (G, 100.0 0.0 two internal parameters.
6),6),((5.9, Similarly, the CHAMELEON technique is tested over
5.9),5.9)), (5.8, the same SOS that is used in previous techniques. The
5.8)) CHAMELEON has identified seven clusters over the SOS
Cz | ((56,56),55)| 1000 | 0.0 and the result is illustrated in the Fig 8. It is from Table 6,
Cs (5(%)5)’) (5.2,| 66.00 | 33.33 that the CHAMELEON produces a better result with
' higher accuracy compared DBSCAN, AHC and k-means
g‘s‘ Ei:i(l?'l’ 6-1) igg:g g:g %6.22 | 3.703 techniques. Finally, we tested the CURE technique over
Cs | ((2.8,2.8), (2.7, 1000 | 0.0 the same SOS that is used in previous techniques such
2.7) that iLIAC, AHC, k-means, DBSCAN and
C; | 3.2 100.0 | 0.0 CHAMELEON. The CURE technigue has been identified
G | 12 1000 | 0.0 eight highly relative clusters over the SOS and the results
Co | 82 1000 | 0.0 are illustrated in the Fig 9. It is evidenced from the Table

6 that the CURE technique is better suitable for finding
the outliers and normal clusters with higher accuracy and
. . lesser misclassification errors compared to DBSCAN and
7.2 Comparison of the proposed technique over  cHAMELEON. Through the experiment, we have
the traditional techniques identified the main drawback over the CURE technique is
that it has two level partitioning procedures.
In this subsection a comparative study of the proposed Figures 4 to 9 illustrates the overall experimental
technique iLIAC with traditional techniques like AH®,[|  results of existing techniques that are tested over the same
27], k-meansy], DBSCAN [9], CHAMELEON [10] and = SOS as shown in Table 1. Fig 10 illustrates results of the
CURE [18] are given. Firstly, we implemented the above GOV method evaluated for outliers and normal clusters
traditional techniques and tested the same SOS that isver the results of the proposed and existing techniques
used in the proposed technique iLIAC. Through ourpresented in Figures 3 to 9. Similarly, the overall intra
experiments it is found that the k-means technique haluster similarity (accuracy) and intra cluster dissimitia
partitioned the SOS into three clusters with low accuracy(misclassification) are measured over the results of the
(67.00) and high misclassification error (33.00) asproposed and existing techniques through the ECVM
indicated in Table 6. Also it is found that the quality of measure is illustrated in Fig 11. The above experimental
the partitioning result is based on the k centroid, where kresults prove that the proposed technique iLIAC separates
denotes the number of centroid values that belongs to theormal clusters and outliers over the SOS with higher
actual input object set, and it is unsuitable to the largeintra cluster similarity (accuracy) and lesser intra aust
object set with higher dimensional. Fig 4, shows the resultdissimilarity (misclassification) compared to the exigtin
of the k-means technique that is tested over the SOSechniques namely AHC, k-means, DBSCAN,
which indicated in Table 1. CHAMELEON and CURE.
The traditional agglomerative hierarchical clustering
technique has been clustered around the SOS into a
singleton cluster in the form of hierarchical tree struetur
through the sequence of merging operation, and the teste | = 82
result is obtained in Table 6. From the experiment result, 61 61
we have identified many drawbacks over the AHC
technique: 1) it failed to automatically separate the e \

optimum number of clusters and outliers, 2) higher
computational and time complexity for merging two
clusters with many objects, 3) consumption (n-1) < 3»2\
iterations where n denotes the number of objects, and 4) i
produces low accuracy resulting cluster with high -
misclassification error. Fig 5 and Fig 6, shows the ©
experiment results of the AHC technique that is tested
over the SOS shown in Table 1. ]

The DBSCAN has produced good results compared to Fig. 4: Result of k-means
k-means and AHC techniques with lesser time complexity
as shown in Table 6. Fig 7 illustrates the experiment result
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® Fig. 9: Result of CURE
Fig. 6: Result of AHC (Average) Table 6: Performance evaluation of iLIAC and comparison with
six traditional techniques.
Techniques | Size Number, Numberl Numben A(Rc)| Me(Rc
of | of of of (%) | (%)
SOS Cluster | (NC) outliers
inRe
Er0s o AHC (s) 27 | 01 01 Nil 66.66| 33.34
Minpts=2 AHC (al) 27 | 01 01 Nil 66.66| 33.34
K-Mean 27 | 03 03 Nil 67.00| 33.00
DBSCAN 27 | 06 04 02 91.00| 9.00
CHAMELEON | 27 | 06 03 03 92.38| 7.62
CURE 27 | 08 04 04 93.75| 6.25
iLIAC 27 | 09 06 03 96.22| 3.70
1.2
@
Fig. 7. Result of DBSCAN
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Table 7: Description of UCI object sets.
UCl object set | Object set| Dimensionality

size (N)
IMAGE SEG | 210 19
IONOSPHERE| 351 34
¢

—

Red Wine 1599 12
White Wine 4898 12
B Outliers WBDC 569 30
 Normal Cluster WISCONSIN | 699 10

Resulting Cluster

SEE N
& &”& &
& component of this work, as already discussed in the
section 2. The experimental result clearly demonstrates
Technique that the proposed technique iLIAC is a superior performer
than the CHAMELEON, DBSCAN, k-means and AHC
(single and average), and it is slightly similar to CURE
technique. Respectively the tested results are validated
through our proposed methods GOV and ECVM. The
GOV is properly evaluated or identified the normal

clusters (NC) and outliers over the resulting clusters of

Fig. 10: GOV measures over the result of iLIAC and comparison
with six traditional techniques

120 the proposed and traditional techniques that are tested

100 around the same UCI object sets, and the result is
§ s obtair)ed in Table 9.
& It is clearly noticed from the Table 10 and Table 11,
£ e the ECVM is effectively measured the overall
‘5 0 ® Intra cluster Similarity intra-cluster similarity (accuracy) and intra-cluster
Measure dissimilarity (misclassification error) over the resuitin

= A inra cluster Dissmiarty clusters of the proposed and traditional techniques that

0 ; Measure are tested around the same six UCI object sets as
RO R indicated in Table 9. The time cqmplexity notati.ons over

& V,\“ S § § R the proposed and existing techniques are obtained in the

& Table 12. According to the experiment results, the
proposed technique ILIAC is better suitable for

Techniques automatically separating the highly relative clusters and

outliers over the large object set with higher intra cluster
similarity and lesser intra cluster dissimilarity than eth
existing techniques. Since, the proposed iLIAC is slower
than the CURE, CHAMELEON, DBSCAN and k-means
techniques, and at a same time it is faster than the
traditional AHC (single and average) technique. Hence,

; ; ; ; the experiment result confirms that the proposed
7.3 Experimentation with UCI object sets technique iLIAC is better suitable for separating the

Fig. 11: ECVM measures over the results of the iLIAC and
comparison with six traditional techniques

. . outliers and normal clusters over the large data set. All
The proposed and traditional techniques are tested over g

thg six UCI object sets as indicated in.TabIe 7. The Siﬁv(\?i(t:lr: r;qéjgshira ea);%errimﬁimtgev%%gws?e”/ T4500 machine
object sets are real-world instances which are taken from
the UCI repository 14], including IMAGE SEG,
IONOSPHERE, Red Wine, White Wine, WBDC and
WISCONSIN. It is clearly indicated in Table 7 the UCI
object sets are different from one another based on the
number of instances and dimensionality. Table 8 shows
the experimental results of the proposed and traditional
techniques which are tested over the six bench mark UCI
object sets are indicated in Table 7. It is clearly indicated
in Table 8 that the iLIAC has identifies maximum number
of highly relative clusters and outliers over the UCI object
sets based on optimum merge costs 1.29, 0.228, 0.447,
1.39, 2.80, 1.1 respectively. The OMC is the major
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Table 8: Results of iLIAC that tested over six UCI object sets comgaariwith six traditional techniques .

Techniques Result of UCI object sets
IMAGE SEG | IONOSPHERE| Red White WBDC | WISCONSIN
Wine Wine

AHC (Single) 01 01 01 01 01 01
AHC (Average) 01 01 01 01 01 01
K-Mean 04 04 10 10 15 10
DBSCAN 11 03 16 32 32 26
CHAMELEON 17 04 22 37 39 28
CURE 24 06 30 44 44 31
iLIAC 25 05 30 44 43 32

Table 9: Global Outlier Validation (GOV) measure over the resultpafposed iLIAC and comparison with six traditional techreg

Techniques (GOV) measure over result of six UCI object sets
IMAGE SEG | IONOSPHERE| Red Wine White Wine WBDC WISCONSIN
NC | Outlier | NC | Outlier | NC | Outlier | NC | Outlier | NC | Outlier | NC | Outlier
AHC (Single) | 01 00 01 00 01 00 01 00 01 00 01 00
AHC (Average)| 01 00 01 00 01 00 01 00 01 00 01 00
K-Mean 04 00 04 00 10 00 10 00 15 00 10 00
DBSCAN 10 01 03 00 15 01 30 02 28 04 26 00
CHAMELEON | 15 02 03 01 20 02 34 03 30 09 28 00
CURE 20 04 04 02 25 05 39 05 34 10 30 01
iLIAC 22 03 04 01 26 04 39 05 34 09 32 00

Table 10: Overall intra-cluster similarity (purity) measure oveethesult of proposed iLIAC and comparison with six traditibn

techniques .

Techniques Purity measures over result of six UCI object sets
IMAGE SEG | IONOSPHERE| Red Wine White Wine WBDC WISCONSIN
Re[ARS) [Re| AR | Re [ AR | Re [AR) | Re [ARD) | Re [ AR
AHC (Single) | 01 | 60.00 | 01 61.82 01| 6216 | 01 | 60.82 | 01 | 40.42 | 01 | 70.24
AHC (Average)| 01 | 60.00 | 01 61.82 01| 62.16 | 01 | 60.82 | 01 | 40.42 | 01 70.24
K-Mean 04 72.5 04 90.00 10 | 9289 | 10 | 8564 | 15 | 77.56 | 10 92
DBSCAN 11 96.3 | 03 | 100.00 | 16 | 98.89 | 32 | 90.00 | 32 | 86.96 | 26 99
CHAMELEON | 17 97.3 03 98.21 22 | 99.56 | 37 | 95.00 | 39 | 93.56 | 28 99.58
CURE 24 | 99.00 | 06 | 100.00 | 30 | 100.00| 44 | 98.85 | 44 | 98.25 | 31 100
iLIAC 25| 98.10 | 05 100.00 | 30 | 100.00| 44 | 98.01 | 43 | 98.01 | 32 100

Table 11: Overall intra-cluster dissimilarity (impurity) measureser the results of the proposed iLIAC and comparison

traditional techniques.

with si

Techniques Impurity measures over result of six UCI object sets
IMAGE SEG | IONOSPHERE| Red Wine White Wine WBDC WISCONSIN
Re [MeE(Ro) [Re [ MeE(Re) [ Re [ Me(Re) | Re [ ME(Re) [ Re | Me(Re) | Re | Me(Re)
AHC (Single) | 01 | 40.00 | 01 38.17 01| 3783 | 01| 39.17 | 01| 59.57 | 01| 29.75
AHC (Average) | 01 | 40.00 | 01 38.17 01| 3783 | 01| 39.17 | 15| 5957 | 01 | 29.75
K-Mean 04 27.5 04 10 10 7.11 10 | 14.36 | 32 | 22.44 | 10 8.00
DBSCAN 11 3.64 03 0.0 16 1.10 32 10 39 | 13.03 | 26 1.00
CHAMELEON | 17 2.70 03 111 22 0.44 37 5 44 6.44 28 0.42
CURE 24 1.00 06 0.0 30 0.00 44 1.15 43 1.78 31 0.0
iLIAC 25 1.98 05 0.0 30 0.00 44 1.98 43 1.98 32 0.0
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Table 12: Computational complexity notations over the proposed proposed ECVM method has failed to measure the
ILIAC and comparison with six traditional techniques. inter-cluster similarity over the resulting cluster. The

Techniques | Computation Complexity Notatior future work involves in solving the above drawbacks and
AHC (Single) O(n3) testing with large-scale and high dimensional real
AHC (Average) O(n3) datasets.
K-Mean o(n% 4+ logn)
DBSCAN O(nlogn)
CHAMELEON O(nm+nlogn+ m?logm)
CURE O(nz -+ nmlogn) References
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