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Abstract: As acoustic signal generated from vocal folds is directly affected by vocal tract pathologies, it can be an effective tool for
diagnosis purpose. In this work, we present an efficient method for voice pathology detection based on speech signal processing and
machine learning techniques. In the proposed method, we used MFCC to represent the signal features, and we chose to combine GMM
and SVM classifiers to benefit from their generative and discriminative natures respectively. That is to exploit the similarity function of
the RBF kernel to separate the GMM models representing normal and pathological voices. To further improve the separation, we used
modified versions of the well known Kullback-leibler and Bhattacharyya distances. The modified distances, unlike the classical ones,
do satisfy all metric axioms. As a result, we obtained an improvement of 2 % and 4 % in terms of sensitivity compared to usingthe
classical Kullback-leibler and Bhattacharyya distances respectively. The Receiver Operating Curve (ROC) does illustrate the efficiency
of the proposed method.

Keywords: Voice disorders detection, GMM-SVM, Similarity function,Kullback-Leibler divergence, Bhattacharyya distance,
Triangle Inequality Violation.

1 Introduction

Assessment voice quality is an important tool for
dysphonia evaluation. It is usually based on perceptual
analysis [1] or instrumental evaluation which comprises
acoustic and aerodynamic measure [2]. However, the first
one is subjective because of the variability between
listeners, whereas the second evaluation is invasive since
it requires instruments, and on the other hand it has a
limited reliability. This is why the development of an
efficient system for classification is proposed as a
complementary tool with the other mentioned techniques.
The state of the art is based on two principal approaches:
acoustic analysis and statistical methods. The first
approach consists in comparing acoustic parameters
between normal and abnormal voices such as
fundamental frequency, jitter, shimmer, harmonic to noise
ratio, intensity [3,4,5,6]. The major disadvantage is that
the evaluation of the acoustic parameters depends on the
accuracy estimation of the fundamental frequency which
is not a trivial task in the case of certain pathologies.

N.Saenz-Lechonet al. [7] presented an overview of
the previous classification schemes applied to voice
disorders on Massachusetts Eye and ear infirmary (MEEI)
Database. They described some methodological
paradigms to be considered when designing an automatic
pathological voice detection system. They used the
multilayer perceptron neural network as a classifier with
MFCC parameters. The objective of the work was not to
improve the performance but to show how to design a
detector.

In this task, GMM is considered to be an efficient
tool, as mentioned by Godinoet al. in [8]. They used the
GMM to examine the effectiveness of the short term
cepstral parameters as features to characterize the vocal
folds pathologies, where the best results of 94% of
efficiency were obtained using 24 MFCC and a GMM
with 6 mixtures. In [9] Ji Yeoun Leeet al. compared their
results with those obtained in [8], where their proposed
technique contains two essential parts, an MFCC based
GMM algorithm as primary classifier, and a high order
statistics in the second stage. They attended an accuracy
of 96,96%.
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David et al. in [10], realize a set of experiments
around MEEI database and Saarbrcken Voice Database.
They proposed MFCC and noise based features to train a
generative GMM. The enhancement of the performance
are based on the scores calibration and the fusion of
different vowels /a/,/i/,/u/ at different intonations. They
got 17,67% of improvement for the AUC (Area Under
Curve).

Support vector machines (SVM) is also an important
classifier which gave very promising results in this
domain. In [11] SVM is applied to test the effectiveness
and reliability of the short term cepstral and noise
parameters. Wenxi Chenet al. in [12] confirm the
efficiency of the SVM, where 25 acoustic parameters are
extracted and transformed via the principal component
analysis (PCA). The original dataset reduced into only
two features to train SVM via three different kernels. In
recent studies, [13,14] Nafise et al. investigate different
wavelet transforms to train SVM in the context of voice
pathologies assessment and voice disorder sorting, and
they had obtained good results.

Compared with GMM and SVM, other classifiers
such as Hidden Markov Models (HMM) and artificial
neural networks (ANN) are less used. In a comparative
study, proposed by Jianglin Wanget al. in [15], the above
mentioned classifiers are evaluated in diagnosis of vocal
folds. GMM were very performant since it offers high
classification rate in term of TP (true positive) 97,8%.
However, SVM and HMM gave small FN (false negative)
at 0,5% and 0% respectively. Another comparative study
in [16], pattern recognition methods were applied in the
classification of respiratory sounds into normal and
wheeze. It showed that the more significant results were
obtained using MFCC/GMM.

All the mentioned works are concentrated in finding
appropriate features, which allow an efficient separation.
In this study, we focus our effort on exploiting and
improving the capacity of the classifier itself. According
to their power, the mentioned classifiers can be divided in
two main categories: generative and discriminative.
GMM and HMM belong to the first category, and their
main advantage is the capacity to represent data which
allows us to get optimal model. The second category
includes SVM and ANN, which have the ability to
separate classes. The development of a hybrid system is a
way to exploit the two capacities. As mentioned in the
state of the art, GMM and SVM are the more performant
and robust combination of classifiers. The hybridization
between both classifier is well recommended [11].

Most hybridization of this type used SVM to separate
GMM models by the mean of RBF kernel, where
Kullback-leibler distance is kernalized. This approach has
demonstrated its effectiveness in many Multimedia
applications [17,18]. Pathological voice classification is
no exceptione, some works focussed on this approach [19,
20]. Evaldas Vaiciukynaset al. in [20] developed a hybrid
system where the main goal is to exploit the similarity
function of the RBF kernel using the Kullback-leibler

distance approximated with Monte-Carlo simulation
(KL-MCS), and Kullback-Leibler combined with Earth
mover’s distance (KL-EMD). This study proved that the
similarity function is a very powerful tool to measure the
similarity/dissimilarity between GMM. However, the
embedded distancesi.e (KL-MCS) and (KL-EMD), are
not metrics since they do not satisfy all metric axioms,
especially, the triangle inequality. This violation has a
negative influence on the detection task where two highly
dissimilar models can be both similar to an unknown
model.

Recently, Karim.T et al. in [21], proposed a
modification for the Kullback-Leibler and Bhattacharyya
distances in such a way they transform them into distance
metrics. In this paper, we are interested to exploit the
similarity function of the RBF kernel but by using the
modified versions of both distances. This would enable
the enhancement the discriminative capacities between
GMM.

The rest of the paper is organized as follow: section
two describes the different steps used in our method. The
experiments are presented in section three. Section four
illustrates the results and the performance evaluation.
Finally, we conclude the paper and give suggestions for
future work in the last section.

2 Methodology

The general block diagram describing the process set up
for the detection of voice disorder is presented in fig.1.

Features 
Extraction

Training TestingPre-
Processing

Fig. 1: Block diagram for voice pathology detection

In what follows, we give the description of each step is
presented in the following part.

2.1 Voice disorder database

The database represents an essential factor to develop a
detector. According to the overview of Nicolas Saenzet
al. in [7], the use of a standard speech corpora might be
necessary to compare the obtained results with those that
exist. It allows researchers to test the effectiveness and the
reliability of the used methods. They recommend to use
Massachusetts Eye and Ear Infirmary (MEEI) database
since it is well known in this domain. In the same
overview some disadvantages were cited. We quote here
the more significant:

–Not all the pathological patients have corresponding
recordings nor diagnoses.
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–Normal and pathological voices were recorded at
different locations (Kay Elemetrics and MEEI Voice
and Speech Lab., respectively), assumedly under the
same acoustic conditions, but there is no guarantee
that this fact has no influence in an automatic
detection system.

–There is a heterogeneous number of pathologies in the
database, with almost 200 different diagnoses,
probably because they were included as they were
captured in the clinical practice. There are a lot of
files labeled with several diagnoses, pertaining
sometimes to different categories of voice disorders.

However, our work is built around Saarbrcken Voice
Database (SVD). It is a free database developed by Putzer
et al. at the Institute of Phonetics, University of Saarland
(Germany) [22]. It contains healthy and pathological
recordings as follow:

–Sustained vowels /a/, /i/, /u/ pronounced at different
intonations (low, normal, high and low-high-low)
during 1-3 s.

–Sentence ”Guten Morgen, wie geht es Ihnen?”. it
means: Good morning, how are you?

–Electroglottogram EGG.

All files are sampled at 50 KHz at 16 bit resolution.
Because of its novelty, it is not used in large works. In
[10] David Martinez et al. show that SVD is more
challenging than MEEI, which motivate us to used it.
From this large database, we have selected patients
suffering from neurological pathology (spasmodic
dysphonia). This disease affects more women than men.
This is why we have chosen female voices. All selected
files from the database are filtered using one coefficient
filter known as the pre-emphasis filter. It is expressed by:

h(z) = 1− az−1 (1)

Where a ∈ [0,1], is the coefficient. This filter has the
advantage to reduce the effect of the microphone by
amplifying high frequencies to create more equal
amplitude with low frequencies [20].

2.2 Features extraction

Features selection means finding good parameters which
permit to categorize the healthy person from patient, the
separation between normal and pathological voices needs
efficient features. Spasmodic dysphonia is a disorder of
vocal function characterized by larynx muscles spasms
that interrupt or impede the regular flow of the voice,
those perturbations are clearly audible,especially by
qualified speech therapist, this is why we were
encouraged to choose the MFCCs parameters. Those
parameters are obtained calculating the Discrete Cosine
Transform (DCT) over the logarithm of the energy in

several frequency band, they are given by:

c[n] =
N

∑
k=1

log(E[k])cos(n[k−
1
2
])

Π
N

(2)

Wheren = 0,1,N is the number of desired coefficients.
In order to investigate the proprieties of the dynamic
behavior of speech signal, the analysis can be extended to
compute the temporal derivatives of the MFCC
parameters. The first derivative(∆) is given by:

∆cn[p] = µ
K

∑
k=−K

kcn[p+ k] (3)

Wheren is the order of coefficients,p is the time,µ is the
normalization constant, andk is number of frames.
The second derivative(∆∆) are calculated using the same
equation. These parameters are extracted using the
melcepst Matlab function.

2.3 Combining GMM and SVM

2.3.1 Modeling by GMM

Gaussian mixtures models (GMM) is the most popular
classifier in speech/speaker recognition. It consists in
representing the extracted features by a weighted sum of
M Gaussian densities as follow:

p(x\Θ) =
K

∑
k=1

wkg(x,µk,Σk) (4)

Wherex is the features vector,Θ is the model that consists
in K componentsg(x), andwk is the weights of thekth

component, knowing that
K
∑

k=1
wk = 1.

Each component has the following general form:

g(x,µk,Σk) =
1

(2Π)
d
2 |Σk|

1
2

exp{−1
2 (x− µk)

T Σ−1
k (x− µk)}

(5)
Where µk and Σk are respectively the mean and the
covariance matrix of thekth densities, andd is dimension
of features vector.
Maximum likelihood (ML) is a good way to get the
optimal model for representing our data.
ML criteria is given by:

p(X \Θ) =
M

∏
i=1

g(xi\Θ) (6)

WhereX = (x1,x2, ...xM).
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2.3.2 Discrimination by SVM

Support vector machines (SVM) was introduced by
Vapnik [23], and it is used basically in binary
classification. It consists in maximizing the margin
between the nearest points of the two classes. We receive
training examples of the form:

{xi,yi}, xi ∈ Rd
, yi ∈ {1,−1}, i = 1...M (7)

We callxi the co-variate or input vectors andyi the target
value or labels. Our task is to predict whether a test sample
belongs to one of two classes. We consider a very simple
case where the data are linearly separable. We can make a
decision according to the following expression:

f (x) = wT x+ b (8)

We denotew the separating hyperplane, andb the bias
term. All data satisfy the following constraints:

wT x+ b ≥ 0 i f yi = 1 (9)

wT x+ b ≤ 0 i f yi =−1 (10)

From (9) and (10) we derive the inequality:

yi(w
T x+ b)−1≥ 0 (11)

We can get the optimal separating hyperplane by
maximizing the margin between the two classes. The
margin is given by 2

‖w‖ . It is then simple to minimize

‖ w2 ‖, and so the optimization formulation becomes:
{

minimize 1
2 ‖ w ‖2

sub ject to yi(wT x+ b)≥ 1, ∀i
(12)

To solve (12), we need to introduce the Lagrangian
formulation to obtain the following dual problem:























L(w,b,α) =
M
∑

i=1
αi −

1
2

M
∑

i, j=1
αiα jyiy j(xi,x j)

αi ≥ 0
M
∑

i=1
αiyi = 0

(13)

Finally the decision function has the form:

f (x) = ∑
i∈is

αiyi(xi.x)+ b (14)

Due to the real data nature which are not always linearly
separable, the kernel trick appears as a solution to
construct a mapping from the vectorx into a
higher-dimensional feature space, where it is possible to
separate the classes linearly. The new decision function
takes then the following form:

f (x) = ∑
i∈is

αiyik(xi,x)+ b (15)

The Mercer condition states that the kernel functionk(., .)
must be positive semi-definite to ensure that the margin
concept is valid, and the optimization of the SVM is
bounded [24]. Thek(., .) can be expressed by:

k(x,y) = g(x)T g(y) (16)

Whereg(x) is the nonlinear vector function ensuring the
mapping to the feature space.
In SVM classification, the radial basis function (RBF) is
the most popular kernel function. It is given by:

k(x,y) = exp(
‖x− y‖2

2σ2 ) (17)

Whereσ represents the width of the basis function, and
‖x− y‖2 is the similarity function.

2.4 Exploiting the similarity function

Similarity plays an essential role in many pattern
recognition problems such as clustering, classification
and retrieval problems [25]. It consists in giving a
quantity that reflects the relationship between objects. It
will be then possible to classify new objects in the
appropriate group. Kernels can be used to measure the
degree of similarity, especially, The RBF kernel. It is
based on the similarity function‖x − y‖2, which is a
Euclidean distance. However, Euclidean distance fails to
measure the distance between distributions. So, to be able
to measure the similarity between distributions, other
distance measures have been proposed. These new
distance measures could be embedded in the kernel’s
equation as follows:

k(x,y) = exp(
D

2σ2 ) (18)

WhereD is the distance matrix, andk is the pre-computed
kernel.

In this study, we are interested in exploiting the
discriminative capacity of the RBF kernel to seperate
GMM models using similiarity functions that can actually
measure the distance between GMM. As a matter of fact,
we are going to use, not even the conventional
Kullback-Leibler (KL) and Bhattacharyya (Bh) distance
measures, but modified versions of them. We give in the
next subsection the description of the conventional
distances, and discuss their actual limits. Then we will
present the modified distances that we will be using in our
method.

2.4.1 Conventional measures

In many applications of pattern recognition, especially, in
speech recognition, Kullback-Leibler (KL) and
Bhattacharyya (Bh) distance are widely used to measure
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the distance between distributions [26,27]. A short
description of both is presented in the following:

1) Kullback-Leibler distance
The KL distance is one of the important tools for similarity
measure between two probability density functions (pdf).
The KL distance between the pdf’sP andQ is given by:

KL(P‖Q) =

∫ ∞

−∞
p(x) ln

p(x)
q(x)

dx (19)

This distance is not symmetric, which meansKL(P‖Q) 6=
KL(Q‖P). It is recommended to use a symmetric version
[28] which can be expressed by:

KLs(P‖Q)=|
1
2

∫ ∞

−∞
p(x) ln

p(x)
q(x)

dx+
1
2

∫ ∞

−∞
q(x) ln

q(x)
p(x)

dx |

(20)

Notice that we cannot compute the KL distance in its
present form. Instead, we approximate it using the
monte-carlos simulation (MCS) as follows:

KL(P‖Q) =

∫ ∞

−∞
p(x) ln

p(x)
q(x)

dx ≈
1
N

N

∑
t=1

log
p(xt)

q(xt)
(21)

N represents the number of data samples generated from
p(x)
And so the symmetrized version takes the following
formula:

KLs(P‖Q) = |
1

2N

n

∑
x→p

ln p(x)−
1

2N

n

∑
x→p

lnq(x)

+
1

2N

n

∑
x→q

ln p(x)−
1

2N

n

∑
x→q

lnq(x)|

(22)

2) Bhattacharyya distance
Bhattacharyya (Bh) distance between two Gaussian
distributionsP andQ is given by:

Bh(P‖Q) =
1
8

µT Γ −1µ+
1
2

ln(| Σ1 |
− 1

2 | Σ2 |
− 1

2 |Γ |) (23)

Whereµ = µ1− µ2 andΓ = (1
2Σ1+

1
2Σ2).

µ1, Σ1 and µ2, Σ2 are the means and the covariance
matrices ofP andQ respectively.

2.4.2 Limitations of conventional measures

First of the all, let us define a metric. A metricd(x,y) is a
function that defines a distance between objectsx andy. It
must verify the following axioms:

–Separationd(x,y)≥ 0.
–Coincidenced(x,y) = 0 if and only ifx = y.
–Symmetricd(x,y) = d(y,x).
–Triangle inequalityd(x,z) ≤ d(x,y)+ d(x,z).

According to the above definition, the conventional
distances KL and Bh are not metrics. In particular, they
violate the triangle inequality.
Many research works discuss the impact of violating the
triangle inequality. Tverskyet al [29], test the effect of
this axiom in the context of the similarity and the
separability. It is examined on medoid based clustering of
objects [30]. Sometimes, if the distance does not obey the
triangle inequality, two highly dissimilar models can be
both similar to another third model. In our case, a
pathological model can be seen as a normal model and
vice versa. This would increase the number of
misclassifications and thus decrease the the accuracy of
the system. Notice that if the distance used as similarity
function preserves the triangle inequality, the exponential
mapping (the RBF kernel) will preserve it too. Now in
addition to not being a metric, the approximation of the
KL distance could also vary in different runs, due to the
stochastic nature of the monte-carlos simulation.

2.4.3 Conventional measure modification

As mentioned above, the classical KL and Bh distances
do not satisfy all metric axioms. Karim.Tet al. in [21]
proposed a modification of those distances in order to
transform them into distance metrics. The effectiveness of
the their new metrics was demonstrated in the manifold
learning. A short presentation of this modification is
expressed in the following lines:
Kullback-Leibler distance can be expressed in its closed
form by:

KL(P‖Q) =
1
2

µTΨ µ +
1
2

tr{Σ−1
1 Σ2+Σ−1

2 Σ1−2I} (24)

Whereµ = µ1− µ2, Ψ = (Σ−1
1 +Σ−1

2 )

For Bhattacharyya distance, the closed form is
presented in the equation (23).
In the equations (23) and (24), the first terms measure the
difference between means weighted with the covariance
matrix, and the second terms measure the difference
between covariance matrices. In both equations, both
terms do not satisfy the triangle inequality, but since the
terms are separate, it was possible to make the following
modifications. Those consist in taking the square root of
the first term, and for the second term, they proposed the
Riemannian distance, which is given by:

dR(Σ1,Σ2) = (
p

∑
j=1

logλ j)
1
2 (25)

Whereλ is the eigenvalue
The new distances take the formula:

KLR(P‖Q) = µTΨ µ + dR(Σ1,Σ2) (26)
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BhR(P‖Q) = µT Γ −1µ + dR(Σ1,Σ2) (27)

KLR, BR denote the modified distances.
We can use a weighted version expressed as follows:
For kullback-leibler:

KLR(P,Q,β ) = β µTΨ µ +(1−β )dR(Σ1,Σ2) (28)

For bhattacharyya:

BhR(P,Q,β ) = β µT Γ −1µ +(1−β )dR(Σ1,Σ2) (29)

β ∈ [0,1]. It weights the importance of each term.
It is worth noting that the modified version of KL,

unlike the classical one, can be computed directly without
resolving to Monte-Carlo simulation.

2.4.4 Adaptation to GMM

The modified KL and Bh distances, and their modified
versions were designed to measure the distance between
Guassian distributions. G.Sfikaset al. in [31] proposed an
adaptation for Bhattacharyya distance to measure the
distance between GMM. This is achieved by the
following formula:

BhGMM =
n

∑
i=1

m

∑
j=1

ΠiΠ ′
jB(P‖Q) (30)

BhGMM denotes Bhattacharyya distance adapted for
GMM.
Π ,n,Π ′

,m are the weights and the number of mixtures of
p(x),g(x) respectively.
We can use the same method to adapt the modified
versions of KL and Bh, given in equations (28) and (29),
to take the following form:

KLR,GMM =
n

∑
i=1

m

∑
j=1

ΠiΠ ′
jKLR(P‖Q) (31)

BhR,GMM =
n

∑
i=1

m

∑
j=1

ΠiΠ ′
jBhR(P‖Q) (32)

The different steps are detailed in the flowchart presented
fig.2.

3 Experimental scenario

3.1 Data preparing

Voice samples are taken from the German database
described above. A total of 100 voices are used, 60
normal and 40 pathological. Patients suffer from
spasmodic dysphonia. Each patient phonated a sentence

Training vs Testing

Spliting database TestingTraining

(MFCC +E)
& Derivatives

Normal & PathologicalNormal & Pathological

Create GMMs

Training SVM

SVM
 Model

Decision

Testing

Training vs Training

Distance matrix

Pre-computed kernel 
matrix

Normal Pathological

Fig. 2: GMM and SVM fusion flowchart

Table 1: Speech corpus

Training set Testing set Age Gender

Normal 45 15 30-60 female
Pathological 30 10 30-82 female

during 3 to 4 seconds. All files are down-sampled at
50Khz.

As mentioned above the speech corpus is divided into
two sets, both containing normal and pathological voices.
75% of the data set is used for the training phase, and
25% is reserved to the testing phase. All the details
(gender,age...) are described in Table 1. After splitting the
database into training set and testing set, and before any
processing, all files are down-sampled from 50KHz to
25KHz.
For the pre-emphasis we have applied a finite impulse
response high pass filter with a coefficienta = 0.95.

3.2 Features extraction

Each signal (in WAV format) is segmented in the time
domain into frames, using hamming window of 20 ms.
The goal is to ensure the stationarity. Analysis is carried
out using 50% of overlapping. From each frame 12
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MFCC coefficients, normalized energy parameters, and
their first and second derivatives (∆ and ∆∆ ) are
extracted. Features vector is a 39 dimensional MFCC. In
our previous work [32], those coefficients gave the best
accuracy.

3.3 Generative step (GMM)

In this step, we are interested in exploiting the generative
capacitiy of the GMM. Each speaker (normal or
pathological) is represented by a model. As it is well
known, the number of mixtures usually has a major
influence on its performance. Many experiments have
been done to test this factor. Best results are obtained with
6 mixtures. GMM models are trained using the iterative
algorithm expectation Maximization (EM) in order to get
the maximum likelihood (ML). 200 iterations are
performed to get the convergence. The initialization is
ensured by K-means algorithm. This part was carried out
using the Matlab toolbox Netlab.

3.4 Discriminative step (SVM)

Once the GMM models are obtained, we compute the
distance matrix, noted D, as mentioned in equation (18).
For the training phase, we have in total 75 models (40
normal speakers and 35 patients), so the distance matrix
for training is 75x75. Noting that it is computed using the
training models versus the training models. For testing
phase, we have in total 25 models (15 normal speakers
and 10 patients). The testing distance matrix is thence
75x25, and it is computed using training models versus
testing models.

We note that distance matrices are computed using the
weighted versions of both distances as mentioned in
equations (28) and (29), whereβ takes its value between
0.6 and 0.9.

Next, the kernel matrix is pre-computed using the
distance matrix as in (18). Then, it is used as the entry
data to train SVM.

After the training step, the prediction can be made by
comparing the testing kernel matrix with the obtained
SVM model, as shown in flowchart of fig.2.

To obtain an accurate detection rate, we have to adjust
the parameters of the kernel, the weightσ and the penalty
errorC. In many studies, grid search shown up to be the
best way to determine the optimal pairs(σ ,c) [11]. Noting
in our case,σ takes its value in[0.001,0.9], andC takes its
value in[1000,10000].

The cross-validation strategy is used to gauge the
generalizability of our system. In other words, we want to
test the performance of the learned model versus different
testing data set. The experiment is repeated 10 times. The
data set is splitted in 10 folds, each fold can be either in
training set or testing set. This part has been done using
the libsvm Matlab toolbox.

4 Results and discussion

In this section, we present and discuss the experimental
results obtained using our proposed method.
The performance of the system could be presented by the
confusion matrix given in table 2.

Table 2: Confusion matrix

System’s Actual diagnosis
Decision Abnormal Normal

Abormal TP FP
Normal FN TN

True positives (TP) are pathological files correctly
classified. False negatives (FN) are pathological files
wrongly classified. True negatives (TN) are normal files
correctly classified. False positive (FP) are normal files
wrongly classified.

From the confusion matrix, we present other
performance parameters such as sensitivity, specificity,
and accuracy. Sensitivity is defined as the ratio between
pathological files correctly classified and the total number
of pathological files. Specificity is the ratio between
normal files correctly classified and the total number of
normal files. And accuracy is the ratio between all files
correctly classified and the total number of
files.Performance parameters are defined as follow:
Sensitivity=TP/(TP+FN)x100.
Specificity=TN/(TN+FP)x100.
Accuracy=TP+TN/(TP+TN+FN+FP)x100.

Table 3 contains the obtained results using the
modified KL distance, compared to the classical KL
distance approximated with monte carlos simulation
(KL-MCS) as in [20]. However, it is worth noting that in
[20], the authors used another database and treated a
different pathology. To illustrate the fact that the
advantage of our method is not due to the difference in the
database or the pathology whatsoever, the comparative
results in table 3 are based on our implementation of both
methods using the same database, the same pathology,
and also used the parameters adjusting method. As it can
be seen from table 3, the new metric provides a better
sensitivity and specificity of 94% and 99% respectively.

Simulations with Bhattacharyya distance are made to
demonstrate and reinforce that not only KL distance is
influenced by the triangle inequality violation. Results are
presented in table 4. Significant enhancement in the
performance is obtained by using the new version. It
attained 4% in terms of sensitivity, and 2 % in term of
specificity.

Receiver operating characteristics (ROC) curve or
graphs are another useful tool to visualize the system
performance. It evaluates the area under curve (AUC),
where the performance is perfect when the area is 1. In
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Table 3: GMM-SVM Results using classical and modified KL.

Distances

Performance KL-MCS [20] Modified KL

Sensitivity 92% 94%
Specificity 96% 99%
Accuracy 94% 96.5%

Table 4: GMM-SVM Results using classical and modified
Bhattacharyya.

Distances

Performance Bh Modified Bh

Sensitivity 89% 93%
Specificity 96% 98%
Accuracy 92.5% 95.5%
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Fig. 3: ROC curve for GMM-SVM using Kullback-Leibler.
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Fig. 4: ROC curve for GMM-SVM using Bhattacharyya distance

this case, the new metric presents the best results with
0.99 of AUC. It is shown in figure 3 and figure 4 by blue
curve. Comparing with the old versions, represented in
red, there is an improvement of 0.04 and 0.03 obtained

respectively for Kullback-Leibler and Bhattacharyya
distances.

Knowing that we have used the weighted versions, best
detection rate is obtained whenβ take its value between
[0.6,0.9]. This means that the first term (distance between
means) is more significant than the second term (distance
between covariance matrices). So the Riemannian distance
for the covariance matrix did not had a significant impact,
and another distance matrix may be more efficient .

5 Conclusion and future work

In this work, we presented a method based on the
combination of GMM and SVM classifiers. We focussed
in our method on a better choice of distance metric in the
RBF kernel. The used distance metrics are modified
versions of the kullback leibler and bhattacharyya
distances, that do in fact satisfy all metric axioms, unlike
their classical counterparts.

The obtained results confirm the efficiency of the RBF
kernel as a tool to measure the degree of similarity
between objects, and the choice of the distance metric
that respects all axioms, especially the triangle inequality,
further improve the capacity to distinguish between
GMMs models. Specifically, the results show that at least
2% and 4% of improvement in term of sensitivity are
achieved when applying the new distance over the use of
the classical kullback leibler and bhattacharyya distances
respectively.

The promising results motivate us to improve this
work. Future work may concern the use of another
database in order to assess the independence of our
method from the used database. We may also work on the
detection and classification of other types of pathologies.
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