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Abstract: This paper looks into the effectiveness of B-spline appnation algorithm in approximating the bicubic B-splinefage
from the set of scattered data points which are taken fromstizaned 3D object in the form of point sets. Using the B-gplin
approximation algorithm, the unknown B-spline controlmieiare determined, followed by the reconstruction of tletiic B-spline
surface. Using a set of neighbourhood of data points, a Besglurface patch may be constructed, which can be piecedhigto
form the final surface. Modification of the B-spline approaiion algorithm is carried out before the reconstructiooriter to fit the
scattered data points closely. Here, the density of theptzitds is scaled down due to the sparseness of the pointmthaaffect the
smoothness. The sample of scattered data points is chasarafspecific region in the point set model by uskagearest neighbour
search method. Furthermore, to fit the sample set of scdttii@ points accurately, they are reoriented in the norimettion. We
also observe the effect of noise in the reconstruction aftiicB-spline surface. Experimental results demonstizdethe scattered
data points are better fitted after the modification of th@wtlgm and the accuracy of the approximated bicubic B-gpsarface is
easily influenced by the presence of noise.

Keywords: 3D scattered data, B-spline approximation, bicubic Brepsurface, noisy data

1 Introduction recovering these point sets, our paper is focusing in a
o o _ local area of the point sets whereas we recover the surface

Surface fitting is known as surface approximation. Thisin patches. Using the similar approach Bj,[we find a

concept is similar to the regression problem where theneighbourhood of points and construct a surface locally,

model is the surface representation and the data are thgnd in the end combine the information to reform a better
sampled points on the surfac&].[ Generally, there are estimation of the whole surface.

few types of surface representation namely polygonal
mesh, implicit surface, parametric surface and [4] mentioned that the most frequently-used
subdivision surface. approximation methods are interpolation by spline,

In the real world, surface is modelled from the large interpolation by radial basis function and the least square
amount of scattered data points instead of uniformlyapproximation. According to 5], tensor product of
distributed data points. The sources of scattered dat®8-splines surfaces is widely used to approximately
points can be obtained from measured values of physicatompare with the other types of approximation because of
guantities, experimental results and computational ®wlueits advantages inherent in working with tensor products
which are widely found in scientific and engineering such as to provide better continuity and smoothness when
applications P]. Therefore, an efficient surface involving with large data point set. A B-spline surface
reconstruction method is needed in order to bestconsists of continuous surface patches that continuously
approximate and hence to produce a smooth and accurat®nnect at their boundary and have continuous higher
3D surface from a set of scattered data points. Howeverprder derivatives. For an example, a cubic B-spline@fas
the approximation for 3D scattered data points is not anparametric continuity which means that it is not only
easy task due to the amount of data points as well as itsontinuous on the knot intervals but also has continuity in
irregularity in distribution. tangents and curvatures. &2 surface has stronger

In the context of surface reconstruction, the data arecontinuity than continuity of curvature & ensuresG?.
usually obtained from 3D scanners in the form of point If it only had continuity of curvature it would b&2. The
clouds. As there are many different approaches inattractive and important properties of B-spline which
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make it stand as the most efficient surface representatio?.1 B-spline Surface
such asf): _ .
i.lt possesses a high degree of continuity which isThe rectangular B-spline surface patch(u,v) is
important for computing the surface intrinsic constructed by applying tensor product technique to the
properties such as curvature. B—splmg curve yvh|ch is des_cnbed asa Ilnear combination
ii.If subjected to an affine transformation, it is still a Of B-spline basis functions in two topological parameter
B-spline whose control points are obtained by and v [6]. Furthermore, it is d_efmed by a tqpologlcal
subjecting the original B-spline control points to that 'ectangular set of control points; for 0 <i < m,
affine  transformation. Examples of affine j < n and the two knot vectors:
transformation are translation, rotation, scaling,¥ = (Uo,U1,U,....Umk) andV = (Vo,v1,Vz,...,Vn41).
reflection and shearing. B-spline surface patch is given by
iii.Due to the local support of the basis B-spline function, m n
the shape can be controlled locally. f(u,v) = Z)zoPHNik(u)N} (v) 1)
This paper focuses on the usage of B-spline i=0j=
approximation on a neighbourhood of points obtained . . .
frglran a 3D scanned datga. The B—splinep approximationWhereNik(u) andN} (V,) are the B-spline basis functions of
technique is adopted fron2] as the computational time is  °rderk andl respectively. The parameterandv are the
low even if the number of scattered data points is large 9/obal parameter.
According to P], for 5,000 data points, the control points
can be obtained in 0.15 seconds on a Sun SPARC10. With . . .
the current more up-to-date technology, the processing-2 B-spline Approximation
time obviously will speed up. As far as we are concerned, , . . .
there is not much literature about the usage of B-spling”0r the discussion of B-spline approximation, we follow
approximation to approximate the surface from a set ofthe I|_terature from2]. The materials are repeated hgre in
scattered data points in a local setting, and also the sffectd€tail as we want the completeness of understanding for
of the noisy data on the B-spline surface, hence we willOUr paper. Let® be a uniform tensor product grid
look into both issues in this paper. The mathematicalOverlaid on a rectangular domainQ. Assume
background of B-spline, B-spline approximation @ ={(xY) | 0<x<m, 0<y<n} wheremne Z", be
algorithm and theék-nearest neighbor search method will @ réctangular domain in they-plane. Consider a set of
be introduced briefly. The methodology to approximateScattered points, denoted aB = {(X,Ye,Z)} in
the bicubic B-spline surface by using the modified 3-dimensional plane, wherg,y;) € Q and @ is an.
B-spline approximation algorithm and to observe the (M+3) x (n+3) lattice which spans the integer grid in

effects of noisy data on approximated B-spline surface®?: TO approximate the scattered d&gan approximation
will be described in Section 2. Section 3 shows thefunction f is formulated as a uniform bicubic B-spline

graphical results of approximated bicubic B-spline function,_which is defined by a pontrol Iatticg overlaid
surface using modified B-spline approximation algorithm ©" domain@. To have a better picture, see Figdre

and affected bicubic B-spline surface by different noise
levels. Then, in Section 4, we will discuss the y @
approximated bicubic B-spline surfaces and the relation
between noise level and accuracy based on visual
inspection by using the results obtained from Section 3 n % b
and finally a conclusion is given in Section 5.

2 Materials and Methods : )

In this paper, a set of scattered data points together with
added noisy data are taken as an input and to product 1
tensor product B-spline surfaces as output. To fit a set of g
3D data points by using B-spline surface, one can " e Guc
interpolate B-spline to pass through all the data points but 1 0 1 - it B el

this method will be sensitive to noise and the data may be

overfitting. Therefore, one can use approximation method

to produce a smoothing effect. In determining the set of Fig. 1: DomainQ and Lattice®

control points for this paper, we will use the concept of

interpolation and approximation. Before describing this

algorithm, some mathematical background of B-spline  Let @; be the value of thg-th control point on lattice
surface will be provided as follows. @, located at the positiofi, j) fori =—-1,0,1,... m+1
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andj=-1,0,1,...,n+ 1. Then, the function value dfat
a position(x,y) € Q is as follows:

3 3
f(xy) = kZOI;Nf(S)Nfl(t)fl’(i+k)(J+l) 2)

where i = [x] -1, j=|y] -1, s=x— x| and
t =y—|y|]. The parameters and t are the global

parameter. Note thgt| is known as floor function and

can be defined as<|=max{n € Z|n < x}. N¢ andN are

the uniformC? continuous cubic (degree B}spline basis
functions defined as:

(1-t)3 -
5 1=0
3At°—6t2+4 i—1
N-4(t) = 6 T
i (—33-32+3t+1) i—o
3 6 T
t .
6 =3

wheret € [0,1). These uniform cubic B-spline basis
functions serve to weigh the contribution of each control

point to f(x,y) based on its distance {&,y). Therefore,

the problem is reduced to determine the control points in
lattice @ that will be the best approximation for the set of

the scattered point3. Let consider a data poifke, Yc, Zc)
in P and from EquationZ), we know thatf (X¢,Yc) = Z: is

related to the sixteen control points in the neighborhoo
of (X, Yc). To illustrate this method easily and without

loss of generality, assume that<lxcyc < 2 and thus
i = j = 0. Therefore, Equation2] at (x,Y:) can be
simplified as:

3 3

> S NN D@
k=01=0

ze= (X, Ye) =

wheres=x.—1,t =y, — 1. In order to determingy, the

where we = NA(NAt), k = (i + 1) — [x],
P= (41D =), s=x—[X], t =Ye— [¥e]. @ is
chosen to minimize the erre(@;j) = ¢(We@j — We@)?.
Differentiatinge(q; ) with respect tap; gives

We
m= 2 @

If @; has contribution from several data points, then
Equation 4) provides a least square solution in order to
minimise local approximation error. But, ifg; has
contribution from a data point only, then the computation
is reduced to equatior8) and leaves no approximation
error. Furthermore, ifg; does not have contributions from
any data points, theq; can be assigned as zero value or
the average of coordinag’s. To accelerate the
computation, numerator and denominator of equati)n (
can be accumulated for each control point by considering
each data point in turn. The value of control point is
obtained by division provided that the denominator is not
zero. Null denominator indicates there are no any data
points. The pseudocode for the B-spline approximation
algorithm can be obtained ir2]. In our study, we use the
similar approach a<], that is we build up 4x 4 control
net and estimate the control points from the neighboring
data points. In addition, there is no such multilevel step as

e directly apply the B-spline approximation method.

his is because the algorithm is simple and easy to
implement. We study and modify this algorithm so that
we can still achieve the similar result without undergoing
the multilevel.

2.3 k-Nearest Neighbours Algorithm

The k-nearest neighbours (kNN) algorithm is one of the

least square sense solution is necessary to minimize the/MPIest, yet very accurate classification meth8j [t

square sum of the 16 control points thatig_ 3o @3-

The method to derive an explicit formula for the sixteen

control pointsq can be referred to7]. Here, we only

provide a unique solution which is obtained from the

derivation as the following:
_ NNz
5503 b_oNA(SNG (1)]2

where(k,1) = (0,0),(0,1),...,(3,3). Next, for each data
points (Xc,VYc,Z) € P, equation 8) can be used to

@ )

determine the set of sixteen control points in its
neighborhood. These neighborhoods will overlap if the

data points are close to each other.

Therefore, they may assign different values to several

shared control points. For each data poir¢, Y, z:) € P,

Equation 8) gives a different value. For instance, let

consider @ for @j. The equation ofg is shown as
follows:
WeZe

52 o3n o NANED)P2

@

was a type of machine learning algorithm that was first
mentioned and described in the early 1950s but only
attracted the attention in 1960s as computing power
started availabled]. Here thek is a positive integer. This
algorithm searches for the points that are relatively close
to a considered point from a set of points in
n-dimensional space. Metric to measure the closeness is
the Euclidean distance where the Euclidean distance
between two n—dimensional points,

X = (X13X27X3a tee 7Xn) andY - (Y17YZ7Y37 cee aYn) is given

as follows:
n

_;(Xi —Vi)?

Since k is a user-defined value, one has to choose it
carefully. If the k value is too small, noise will be
modelled whereas for larde the neighbours may include
many points from other classes. This algorithm is very
simple and there is no training involved but it is costly as
the same searching procedure is repeated for every single
points in a point set.

d(X,Y) =
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2.4 Modified B-spline Approximation Algorithratep 2:Generate functiorf,(x,y) using linear interpolation
from P = {(xc, e, Z)}-

In this section, we modified the approach I#].[As in Step 3:Generat@ random points,” = {(X,yr,z)} from

their paper, their sample is scattered but not into the bicubic B-spline functionP(u,v) based ong;. (n is

context of surface reconstruction. We claim that our  an user-defined value and must be large engugh

approach in this paper is to reconstruct a region frort@p 4:Compute = f(x:,yr) by substituting value ok and

3D point sets from a real object which contains real life ~ Yr-

surface property with its feature, curve and sharp ed§dep 5:Compute = z —zand then the average distankes

The existing B-spline approximation algorithm is d/n.

undergoing a modification in order to minimise the

distance between the scattered data points and the Before constructing bicubic B-spline surface patch,

approximated bicubic B-spline surface. The distance isthe position of the sample scattered data poiRtageds

the problem in the existing algorithm because we observdo be reoriented in order to have a better surface

that the constructed B-spline surface does not fit closely@pproximation in order to increase the accuracy of the

to the data points. The sample of scattered data points i§tting. Principal component analysis (PCA) is a statidtica

chosen from a Speciﬁc region in the point set model byprocedure, which is used to reorient the data points to the

using k-nearest neighbour search method. Beforeorthogonal direction. Therefore, this will increase the

constructing the surface patch, we determine the controccuracy of the fitting as mentioned. In this research, the

points, @; for the region where all the sample scatterednormal vector ofP is estimated by the PCA. A normal

points distributed. This will eliminate thg; that does not ~ vector can be obtained by determining the eigenvector for

have any contributions from data points. If we set thethe smallest eigenvalue, which is derived from a

control net with dimensiom x n, then when particular ~ covariance matrix. We follow the literature fronid.

@; in the control net does not have any contributions fromGiven a neighbourhood of 3D poin{so, Pz, P, .- -, Pn}

data points, the—coordinate ofg; will be assigned as and let sayng is the centre of the neighbourhood. A3

zero by default. However, we will assign another covariance matrixpjj wherei,j =1,2,3 is constructed
numerical for it and it will be discussed in the coming such that:
Algorithm 2. N

The control points near with the border of surface b — _ _ 5
patch will have smallez-coordinate value ofyj or height N k;(pk‘ Po) (P —Po;) ®)

of control point if there is less contribution from the data

points. By default, the-coordinate of control points are wherepy = (px, Py, P2) is the neighboring point, anidin
assigned with zero value if there is no contribution from Dy, is the index fo7rpk. For further explanatiorpk’ is the
data points. This normally can be observed near with the .o qinate ofpx, P, is they-coordinate ofpy, énd Ps

border of surface patch, therefore produce a faul.ty resuqS thez-coordinate ofp. The same explanation is applied
as the surface move towards the zero. To solve this bordeg, Pk, Po, andpo . Leta < b < c be the three eigenvalue
j 1 | L J . _— —_

problem, the height of the particular control points which of the matrix in Equation ), the eigenvector

is lower than the average value of all coordinaieis o regponding to the smallest eigenvalue is the normal

assigned to a value of its nearest neighbouring poin{,e iqratp) Let say, the eigenvectors for the eigenvalues
where that particular control point acts as the centre of thea b and ¢ are (n1,np,Na), (Vi,Y2,ya) and (xi, %z, xs)

neighbourhood. Note that the value of the nearesrrespectively. These eigenvectors are written in matrix

neighbouring point is from the sample scattered dataform below:
points. '

Next, when the set of scattered data points is X1y1m
significantly below or above the B-spline surface patch, A= XYy
then adjustment of the control points is performed in X3 Y3 N3

order to fit the scattered data points better. In order to o ] o

carry out the adjustment, the algorithm 1 is needed toln fact, matrixA is an orthogonal matrix because it is a
calculate the average distance, which is a problem fronfquare matrix and satisfying the condition such that
the existing B-spline approximation algorithm. The A=~ = A’. The rows and columns of an orthogonal

algorithm is shown as follows: matrix are an orthonormal basis which mean that each
row and column have length one and are mutually
Algorithm 1 perpendicular. Next, we would like to map the

orthornomal systentX’, Y’,N’) which is centered go to

Cartesian coordinate systefX,Y,Z) which is centered

at origin (0,0,0). In order to do so, a transformation

Step 1:Compute the set of unadjusted control pointsmatrixM is needed for the orientation part as described in
@; = {(ax,qy,0,)} for the centre of scattered points [11]. Let X = (1,0,0), Y = (0,1,0), Z = (0,0,1),
region by using B-spline approximation algorithm. X" = (X1,%2,%3), Y' = (Y1,¥2,¥3) and N’ = (ng,nz,n3).

Input: Scattered data poings= {(xc,Yc,Z:)}
Output: Average distanck,
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The rotation matriv :

X1 X2 X3 0
y1Y2Yy30
ngnynz0
0001

and the inverse transformation is the transpose:

X1 y1n 0
X2 Yo N 0
X3Yy3n3 0
0001

M1I=MT =

If wish to transformX’Y’N’ which is centered gig to
XYZ, we can obtairp] such that

Pix — Pox
[ — Piy — Poy
pi=M Pi, — Po, (6)
1

wherei =0,1,2,...,n
To orientate back fronXYZ to X"Y’N’ which is centere
at po, which is given by

pix pOx
pi P
i=MT [ " O 7
pi o + pgz (7)
1

With all this materials, we can now describe the sé[ﬁg

to construct the bicubic B-spline surface patch from
sample of scattered data points. The steps are descri
algorithm as follows:

Algorithm 2
Input: Point set model
Output: Bicubic B-spline surface patch

%S

Step 5:Estimate the normal vectd, of P at the centre of
neighbourhoodpg by using PCA method.

Step 6:Reorient the position d? based on Equation6y.
Further rotation is needed if the undesired position
occurs. The undesired position is occurred because
PCA sometimes does not reorients the data points
towards the orthogonal direction. After the
reorientation, translate baékto the original position.

Step 7:The density dP is scaled down by a value which is
based on the sparseness Rf The data points are
sparse and therefore scaling down them to make them
compact. This step also wants to prevent the irregular
and bumpy surface and thus leads to a better
approximation.

Step 8:Proceed to Algorithm 1 to firkd

Step 9:Modify the value ofz. in Equation 8) such that
Z=2z— '5‘1 (ais an user-defined valyi@his step is to
make a distinct different from the existing B-spline
approximation algorithm. The existing algorithm
cannot fit the surface closely, and therefore Algorithm
1 comes to solve the distance problem as mentioned
earlier.

gtep 10:Compute the set of control poingg, = { (0t dz) }

for the scattered points region by using B-spline

approximation algorithm. If the coordinati of @; is

less than or equal to the averagevalue ofP, replace

the coordinatey, of ¢; with the coordinate, value of

P by considering 1-nearest neighbour search. Here,

the significance of average value is to acts as a

marker.

11:Rescale the set of control points dddand then
reorient to the original position by taking the dot

product ofM T

2:Bicubic B-spline surface patch is constructeddase
the set of control points that are obtained from Step 11.

the

2.5 Effects of Noisy Data on B-spline Surface

Step 1:Translate the point set model to the octant wheré\PProximation
coordinatex and coordinatey have positive values.
This is because the modified B-spline approximationNow, in this section, we are going to observe the effect of
algorithm can only be used wherx— and noisy data with different levels on the sensitivity of
y—coordinate of data points are in positive value, B-spline surface approximation. The presence of noise
whereas the—coordinate can be positive or negative. will contribute to the bad fitting of the surface. Moreover,
Step 2:Usek-nearest neighbour search method to select a séhe accuracy of the 3D model will be reduced during the
of sample scattered data poinf3, from point set surface reconstruction due to the set of data points being
model. contaminated by the noise. Although many of the surface
Step 3:Ensure the height of coordinatg of P are  reconstruction procedures assume that the distribution of
approximately minimumt units by reducing or the noise is Gaussian or normal distribution, that is not
increasing the coordinate.. The t value here is the exactly the casd p].
depending on the sparseness of point set. In this In order to carry out this experiment, we assume that
research, we choose= 5. The significance farunits  the sets of sample scattered data poiRtshat are used
is to avoid the irregular and bumpy surface and thusearlier are noise free. For the experimental purpose,
improve the accuracy of the surface patch fitting usingoriginal data points are altered that is twenty noisy data
this modified algorithm. are added randomly in positive and negative directio® to
Step 4:Translate the positiéhso that centre dP is movedto  and then we construct the bicubic B-spline surface using
origin (0,0,0). steps in Algorithm 2. The noise level to be considered is

(@© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

2LTRN

278 NS K. J. Liew et al.: B-spline surface fitting on scattered psint

0.3, 0.5, and 0.7. Then, the effect of noisy data is
inspected visually by making a comparison between the
noise free and the added noise surface.

3 Results

We test our model with Stanford bunny as shown in the
coming figures. We choose a random region to test how
our algorithm perform for the data points obtained in the
context of surface reconstruction.

Here, we will show the results obtained from
Algorithm 2. The scattered data points are denoted as
green dots whereas the control points are denoted as red
dots. To select the sample of scattered poiftsrom
Bunny point set model, we sek = 100, that is
100-nearest neighbour. The two selected regions are red
in colour, which are shown in Fi@.

Fig. 2. The two selected red sample regions from the Stanford
bunny mesh model

Fig. 4. Set 1: (From top to bottom) Original position Bfbefore
reorientation, position d? after reorientation, a bicubic B-spline
surface patch is constructed affeundergoes reorientation, and
a bicubic B-spline surface is reoriented to original positof P.

The following figures show the two different setskf
of our result.
(i) A bicubic B-spline surface patch 1

(ii) A bicubic B-spline surface patch 2

\\;\\4\\\
100

Fig. 3: The selected red sample region is zoomed Fig. 5. The selected red sample region is zoomed
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Fig. 6: Set 2: (From top to bottom) Original position Bfbefore Fig. 7: Set 1: Reconstruction with no-noise, with 0.3, 0.5 and 0.7
reorientation, position d? after reorientation, a bicubic B-spline noise level.

surface patch is constructed affeundergoes reorientation, and

a bicubic B-spline surface is reoriented to original positof P.

After looking at the surface approximation of the two
different samples of scattered poinks, we will observe
the effect of noisy data towarddwhich is assumed to be
smooth. The same two samples of scattered points are
used for the following experiments. Twenty noise data are
added randomly in positive and negative directiorPin
Observations for bicubic B-spline surface are as follows:

(i)Effect of noisy data towardsbicubic B-splinesurface  (ii)Effect of noisy data towar ds bicubic B-spline surface
patch 1 patch 2
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scaled down by two. Without undergoing the scaling
procedure, the obtained approximated surface will be
irregular and bumpy. Adjustment of the coordinaief P

to approximately minimum five units in the early step is
done because of the highgrvalues ofP, which will also
contribute to the irregular and bumpy surface. However,
before the construction of surface patch, the density of
data points and the height af values are reverted to its
original values.

In the step 3 of Algorithm 1, the valuethat is used
for our study is 980100 points. Meanwhile, in the step 9
of Algorithm 2, we have mentioned thah is a
user-defined value, and therefore th@alue for bicubic
B-spline surface patch 1 and 2 is 1.3 and 1.1 respectively.
We believe that the value d is related to the scaling
factor and can be adjusted based on the visual inspection.
Besides, we test the algorithm in a much more
complicated area such as the bunny ear region. We
acknowledge that our method is unable to recover this
region nicely due to its complexity. However, this is a
common issue when dealing with feature preservation by
using surface approximation method.

The two bicubic B-spline surface patches are
well-fitted with the modified B-spline approximation
algorithm after resolving the distance issue in the existin
algorithm as shown in Fig4 and Fig. 6. For the
comparison purpose, we zoom in the selected region from
the Stanford bunny model as shown in Fgand Fig.5.
in between the constructed bicubic B-spline surface and
the original surface. We can observe that the constructed
surfaces do a good approximation of the shape of the
original surface. Throughout our experiment, B-spline
surface with degree three is the main focus because it is
not only continuous on knot intervals but also has
continuity in tangent and curvature.

The effect of noisy data towards the accuracy of
surface fitting is inspected visually. Here, we choose the
noise level at 0.3, 0.5 and 0.7 for the experimental

Fig. 8 Set 2: Reconstruction with no-noise, with 0.3, 0.5 and 0.7 Purpose. One is able to observe the effect of noise for the

noise level.

4 Discussion

bicubic B-spline surface patch 1 via careful visual
inspection because of the uneven distributionPRofIt
shows a slight change of the surface border when noise
level is increased by observing Fig.However, noise
effect is very obvious when the noise level is increased
for bicubic B-spline surface patch 2 as shown in Rg.

Our bunny point set model is translated to the octantdue to the set oP being evenly distributed. Therefore, the

which has positive coordinateandy, This is because we accuracy of the approximated bicubic B-spline surfaces is
want to ensure our modified B-spline approximation quite sensitive to the presence of noise even at a low level
algorithm can be applied in determining the set of controlof noise. For our experiment purpose, noise level at 0.3 is
points. Depending on the sparseness of the scattered dagagood indication of the result as it is neither too low nor

points, its density can be scaled up or down in order totoo high. Noise level at 0.5 and 0.7 can be considered
have a better approximation and hence to produce auite noisy and therefore the bad fitting of the surface is
smooth bicubic B-spline surface. In our experiment, theexpected, not due to the fact that B-spline surface fails to
first and the second sample scattered data points arestimate but rather than the case of bad data points given.
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5 Conclusion [8] H. A. Guvenir, and A. Akkus, Weightell nearest neighbor
classification on feature projections, Proceedings of the 1
This paper shows the bicubic B-spline surface th International Symposium on Computer and Information
approximation by using modified B-spline approximation  Sciences (1997).
algorithm. From the observation, the modified algorithm[9] J. Han, and M. Kamber, Data Mining: Concepts and
resolves the distance issue in the existing algorithm and (Tzeocg‘f)'q“es' Elsevier, United States, chapter 7, pp. 354-31
Etosist:/]edzgstir%?ﬁg?é?]tpﬁgézelfefi;:é(lasmtlg\./vzcr)c;sth&gﬁbeighsbg[lo] A. Ramli, Bootstrap Based Surface Reconstruction, PhD
B-spline surface approximation, the experimental resullt 11]J. D. Foley, A. V. Dam, S. K. Feiner, J. F. Hughes, and
show that the accuracy and the smoothness of B-splin® | “phjjjips, Introduction to Computer Graphics, Addison
surfaces are easily influenced by the presence of noise. \yegley, United States, chapter 6, pp. 161-190 (1993).
Since bicubic B-spline surfaces are used most commonly12] X. Sun, P. L. Rosin, R. R. Martin, and F. C. Langbein,
in computer-aided geometric design, denoising process is Noise Analysis and Synthesis for 3D Laser Depth Scanners,
important as the pre-process of the surface reconstruction Graphical Models 71(2): 34-48 (2009).
We note that our observation is done visually which may
be prone to a subjective opinion. For future research, one
can use an objective inspection such as statistical method
to assess the accuracy of the approximated B-spline
surface in the presence of noisy data. '

thesis, Durham University, United Kingdom (2012).
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