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Abstract: This article is concerned with the existence and uniquenessof positive solution to a class of fractional order differential
equation with three point boundary conditions of the type

cDα u(t) = f (t,u(t),cDα−1u(t)), 1< α ≤ 2, t ∈ J = [0,1]

u(0) = γu(η), cDβ u(1) = γcDβ u(η), 0< β < 1, η ∈ (0,1),

where f : J×R×R→ R is nonlinear continuous function andDα
0+ represents Caputo’s fractional derivative of orderα. We use some

results from fixed point theory to obtain the existence and uniqueness results. We provide an example to show the applicability of our
results
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1 Introduction

Fractional differential equations have extensive
applications in real life problems. These applications can
be found in various scientific and engineering disciplines
such as physics, chemistry, biology, viscoelasticity,
control theory, signal processing etc, for detail we refer
[1,2,3,4,5]. Moreover, most of the authors studied
fractional differential equations as an object of
mathematical investigations, we refer the readers to [5,6,
7,8,9,10,11,12,13,14,15,16] and the references therein
for the recent development in the theory of fractional
differential equations. It is worthwhile to mention that
Caputo’s fractional derivatives play important role in
applied problems as it provides known physical
interpretation for initial and boundary conditions. On the
other hand, the Riemann-Liouville derivatives of
fractional order do not provide physical interpretations in
most of the cases for initial and boundary conditions.
Existence theory for real world problems which can be
modeled by of fractional differential equations with

multi-point boundary conditions have attracted the
attention of many researchers and is a rapidly growing
area of investigation, we refer the readers to [17,18,19,
20,21,22,23,24,25,26,27]. The purpose of this paper is
to study existence and uniqueness of solution for
boundary value problem of the form

cDαu(t) = f (t,u(t),c Dα−1u(t)),

u(0) = γu(η), cDβ u(1) = γ cDβ u(η),
(1)

where 1< α ≤ 2, 0< β < 1, γ ∈,(0,1) andt ∈ J = [0,1].
We developed the necessary and sufficient conditions for
the existence of positive solution to the above class of
fractional differential equations with the help of classical
fixed point theory. We also provide an example for the
illustrations of our main results.
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2 Preliminaries

We recall some basic definitions and lemmas of fixed point
theory and functional analysis, which are required for our
main work [1,2,3,4,5,6,7].

Definition 1.The Banach space of all continuous
functions from J → R with the usual norm
‖u‖∞ = sup{|u(t)| : 0 ≤ t ≤ 1}, is denoted by C(J,R).
The Banach space of functions u: J → R that are
Lebesgue integrable with the norm‖u‖L1 =

∫ 1
0 |u(t)|dt is

denoted by L1(J,R). Further, we know that [28] the space
C̃(J,R) = {u∈ C(J,R) :c Dα−1u ∈ C(J,R)} is a Banach
space under the norm‖u‖C̃ = max{‖u‖∞,‖

cDα−1u‖∞}.

Definition 2.The fractional integral of orderα ∈ R+ of a
function h∈ L1([a,b],R) is defined by

Iα
a+h(t) =

1
Γ (α)

∫ t

a
(t − s)α−1h(s)ds.

Whena= 0, we writeIqh(t) = [h∗ϕα ](t), whereϕα(t) =
tα−1

Γ (α) for t > 0,ϕα(t) = 0 for t ≤ 0 andϕa → δ (t) asα → 0,

whereδ is the delta function.

Definition 3.The Caputo fractional order derivative of a
function h on the interval[a,b] is defined by

cDα
a+h(t)=

1
Γ (n−α)

∫ t

a
(t−s)n−α−1h(n)(s)ds, n= [α]+1,

provided that the integral on the right converges.

For more details on the subject of fractional derivatives
and integrals, we refer the readers to [2,3,4,5].

Lemma 1.[14] The fractional order differential equation
of orderα > 0 of the form

cDαh(t) = 0, n−1< α ≤ n,

has a unique solution of the form

h(t) =C0+C1t +C2t
2+ ...+Cn−1t

n−1,

where Ci ∈ R, for i = 0,1, ...n−1.

Lemma 2.[14]. The following result holds for a fractional
derivative and integral of orderα

Iα cDαh(t) = h(t)+C0+C1t +C2t
2+ ...+Cn−1t

n−1,

for arbitrary Ci ∈ R,for i = 0,1,2, ...,n−1.

3 Main Results

In this section, we study existence and uniqueness of the
solution of the fractional differential equation (1).

Lemma 3.For y(t) ∈C[0,1], the unique solution of

cDαu(t) = y(t), 1< α ≤ 2, t ∈ J = [0,1],

u(0) = γu(η), cDβ u(1) = γ cDβ u(η),
0< β < 1, γ ∈ (0,1)

(2)

is given by u(t) =
∫ 1

0 G(t,s)y(s)ds, t ∈ [0,1], where G(t,s)
is the Green’s function and is given by

G(t,s) =






1
Γ α

(t −s)α−1+
1

Γ α
(

γ
1− γ

)(η −s)α−1

+
Γ (2−β )(γη +(1− γ)t)

1− γη1−β Γ (α −β )
[
γ(η −s)α−β−1− (1−s)α−β−1

]
, 0≤ s≤ t ≤ η,

1
Γ α

(
γ

1− γ
)(η −s)α−1

+
Γ (2−β )(γη +(1− γ)t)
(1− γη1−β )(Γ (α −β ))

[
γ(η −s)α−β−1− (1−s)α−β−1

]
, 0≤ t ≤ s≤ η.

(3)

Proof.In view of lemmama (2), we have

u(t) = Iαy(t)+ c0+ c1t, c0, c1 ∈ R (4)

and
cDβ u(t) = Iα−β y(t)+ c1

t1−β

Γ (2−β )
.

The boundary conditions
u(0) = γu(η), andcDβ u(1) = γcDβ u(η) yield that

c1 =
Γ (2−β )
1− γη1−β

{
γIα−β y(η)− Iα−β y(1)

}

c0 =
γ

1− γ

{
Iαy(η)+

Γ (2−β )
1− γη1−β

(
γIα−β y(η)− Iα−β y(1)

)
η
}
.

Thus (4) implies that

u(t) = Iαy(t)+
γ

1− γ
Iαy(η)+

Γ (2−β )
1− γη1−β (γη

+(1− γ)t)
{

γIα−β y(η)− Iα−β y(1)

}

=
1

Γ α

∫ t

0
(t − s)α−1y(s)ds

+
1

Γ α
(

γ
1− γ

)

∫ η

0
(η − s)α−1y(s)ds

+
Γ (2−β )

(1− γη1−β)(Γ (α −β ))
(γη +(1− γ)t)

{
γ
∫ η

0
(η − s)α−β−1y(s)ds−

∫ 1

0
(1− s)α−β−1y(s)ds

}

=

∫ 1

0
G(t,s)y(s)ds,

where the Green’s functionG(t,s) is given in (3).

c© 2016 NSP
Natural Sciences Publishing Cor.



Math. Sci. Lett.5, No. 3, 291-296 (2016) /www.naturalspublishing.com/Journals.asp 293

If α − β < 1 then the green functionG(t,s) become
unbounded but the functiont :→

∫ 1
0 G(t,s)y(s)ds is

continuous onJ = [0,1] so attain its spermium value say

G∗ = sup
t∈[0,1]

∫ η

0
| G(t,s) | ds.

In view of Lemma (3), we write the BVP (1) as an integral
equation of the form

∫ 1

0
G(t,s) f (s,u(s),c Dα−1u(s))ds, t ∈ J.

Define an operatorT : C̃(J,R)−→ C̃(J,R) by

Tu(t) =
∫ 1

0
G(t,s) f (s,u(s),c Dα−1u(s))ds, t ∈ J, (5)

then solutions of the BVP (1) are fixed points ofT. Note
that

(cDα−1Tu)t = Iα−(α−1)y(t)+
Γ (2−β )t2−α

(1− γη1−β )Γ (3−α)
{

γIα−β y(η)− Iα−βy(1)
}

=

∫ t

0
f (s,u(s),c Dα−1u(s))ds

+
Γ (2−β )t2−α

(1− γη1−β)Γ (3−α)(Γ (α −β )){
γ
∫ η

0
(η − s)α−β−1 f (s,u(s),c Dα−1u(s))ds

−

∫ 1

0
(1− s)α−β−1 f (s,u(s),c Dα−1u(s))ds

}
.

(6)

Theorem 1.Further assume

(A1) f : J×R×R→ R is continuous;
(A2)There exist p∈ C(J,R+) and ψ : [0,∞] → (0,∞) is

continuous and non-decreasing such that

| f (t,u,z) |≤ p(t)ψ(| z |) for all t ∈ J,u,z∈ R;

(A3)There exist constant r> 0 such that

r ≥ max

{
G∗p∗ψ(r), p∗ψ(r)

(
Γ (3−α)Γ (α−β+1)(1−γη1−β )
Γ (3−α)Γ (α−β+1)(1−γη1−β )

)

+p∗ψ(r)

(
Γ (2−β )(γηα−β−1)

Γ (3−α)Γ (α−β+1)(1−γη1−β )

)}
,

where p∗ = sup
{

p(s),s∈ J
}

, then the BVP (1) has at
least one solution on J with|u(t)|< r for each t∈ J.

Proof.We use Schauder fixed point theorem. We prove that
T is continuous. Chooser as defined in(A3) and define
D = {u∈ C̃(J,R), ||u||C̃ ≤ r} a closed subset of̃C(J,R). If
{un} converges tou in C̃(J,R), then there existδ > 0 such
that

||un||C̃ ≤ δ , ||u||C̃ ≤ δ .

For all t ∈ J, we have

|Tun(t)−Tu(t)|

≤
∫ η

0
|G(t,s)[ f (s,un(s),D

α−1un(s))− f (s,u(s),Dα−1u(s))]|ds,

which in view of the continuity of f and Lebesague
dominated convergence Theorem implies

||Tun(t)−Tu(t)||∞ → 0 asn→ ∞. (7)

Also

||cDα−1Tun(t)−
c Dα−1Tu(t)||

≤
∫ t

0
| f (s,un(s),D

α−1un(s))− f (s, ū(s)Dα−1ū(s)) | ds+

Γ (2−β )t2−α

(1− γη1−β )Γ (3−α)(Γ (α −β ))
{

γ
∫ η

0
(η −s)α−β−1| f (s,un(s),

cDα−1un(s))− f (s, ū(s),cDα−1ū(s))|ds

}

−
Γ (2−β )t2−α

(1− γη1−β )Γ (3−α)(Γ (α −β ))
{∫ 1

0
(1−s)α−β−1| f (s,un(s),

cDα−1un(s))− f (s, ū(s),cDα−1ū(s))|ds

}
.

By Lebesgue dominated convergence Theorem, we obtain

||cDα−1Tun(t)−
c Dα−1Tu(t)||∞ → 0 as n→ ∞. (8)

From (7) and (8), it follows that

||Tun(t)−Tu(t)||C̃ → 0 asn→ ∞,

implies thatT is continuous. Now, we show thatT(D) is
bounded.
Let u(t) ∈ D then for eacht ∈ J ,we have

|Tu(t)| ≤
∫ t

o
(|G(t,s)|| f (s,u(s),c Dα−1u(s))|)ds

≤ G⋆p⋆Ψ(||cDα−1u(t)||)

≤ G⋆p⋆Ψ max{||u(t)||∞, ||cDα−1u(t)||∞)}

≤ G⋆p⋆Ψ(||u||c̃)

≤ G⋆p⋆Ψ(r).

Further

|cDα−1Tu(t)| ≤
∫ t

0
| f (s,u(s),c Dα−1u(s))|)ds

+
Γ (2−β )t2−α

(1− γη1−β)Γ (3−α)(Γ (α −β )){∫ η

0
(η − s)α−β−1| f (s,u(s),c Dα−1)|ds

−

∫ 1

0
(1− s)α−β−1| f (s,u(s),c Dα−1)|ds

}

≤ p⋆Ψ(||u||C̃){
1+

Γ (2−β )(ηα−1)

Γ (3−α)Γ (α −β +1)(1− γηα−β)

}
.
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Hence, it follows that||Tu(t)||C̃ ≤ r, where

r ≥ max

{
G∗p∗ψ(r),

p∗ψ(r)

(
Γ (3−α)Γ (α−β+1)(1−γη1−β )
Γ (3−α)Γ (α−β+1)(1−γη1−β )

)

+p∗ψ(r)

(
Γ (2−β )(γηα−β−1)

Γ (3−α)Γ (α−β+1)(1−γη1−β )

)}
,

which yieldsT(D) ⊆ D. Finally, we prove thatT mapD
into equi-continuous set of̃C(J,R). For t1, t2 ∈ J, t1 < t2
andu(t) ∈ D, we have

|Tu(t2)−Tu(t1)|

≤

∫ 1

o
|G(t2,s)−G(t1,s)|| f (s,u(s),

c Dα−1u(s))|ds

≤ p⋆Ψ(||u||C̃)
∫ 1

o
|G(t2,s)−G(t1,s)|ds

which implies that||Tu(t2)− Tu(t1)|| → 0 as t2 → t1.
Moreover,

‖TcDα−1u(t2)−TcDα−1u(t1)‖

≤ |

∫ t2

0
f (s,u(s),c Dα−1u(s)ds)−

∫ t1

0
f (s,u(s),c Dα−1u(s)ds|

+
(t2−α

2 − t2−α
1 )Γ (2−β )

Γ (3−α)Γ (α −β )(1− γη1−β){∫ η

0
(η − s)α−β−1 f (s,u(s),c Dα−1u(s))ds

−
∫ 1

0
(1− s)α−β−1 f (s,u(s),c Dα−1u(s)ds

}

≤ p∗Ψ(||cDα−1u(s))||∞
{
(t2− t1)

+
(t2−α

2 − t2−α
1 )Γ (2−β )

Γ (3−α)Γ (α −β )(1− γη1−β)

{
γηα−β −1

}

≤ p∗Ψ(||u||c̃)
{

t2− t1+
(t2−α

2 − t2−α
1 )Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

}

which implies that|T(cDα−1u)t2−T(cDα−1u)t1| −→ 0 as
t2 −→ t1. Hence||Tu(t2)− Tu(t1)||C̃ −→ 0 as t2 −→ t1.
By Arzela Ascoli Theorem, it follows thatT is completely
continuous. Hence by Schauder’s fixed point theoremT
has a fixed pointu in D.

Theorem 2.Assuming that the following hold

(A4) f : J×R×R→ R is continuous;
(A5)There exists constant k> 0 such that for each t∈ J and

all x,y, x̄, ȳ∈ R,

| f (t,x,y)− f (t, x̄, ȳ)| ≤ k(|x− x̄|+ |y− ȳ|),

holds. Further, if

max

{
2G∗k,2k

(
Γ (3−α)Γ (α −β +1)(1− γη1−β)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

+
Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

)}
< 1,

then the BVP(1) has a unique solution on J.

Proof.For the uniqueness of solutions, we use Banach
contraction principle. We show that the operator
T : C̃(J,R)−→ C̃(J,R) is contraction mapping with fixed
point u(t). In view of the continuity off andG and the
proof of Theorem (1), it follows from (5) and (6) thatTu
andcDα−1Tu are both continuous onJ. Let u, ū∈ C̃(J,R)
then for eacht ∈ J, we have

| Tu(t)−Tū(t) |≤ sup
t∈ j

G(t,s)

∫ η

0
| f (s,u(s),c Dα−1u(s))− f (s, ū(s),c Dα−1ū(s)) | ds

≤ G∗k{| u− ū |+ | Dα−1u−Dα−1ū |} ≤ 2G∗k ‖ u− ū‖C̃,

and

| Dα−1Tu(t)−Dα−1Tū(t) |

≤

∫ t

0
| f (s,u(s),Dα−1u(s))− f (s, ū(s)Dα−1ū(s)) | ds

+
Γ (2−β )t2−α

(1− γη1−β)Γ (3−α)(Γ (α −β ))
γ
∫ η

0
(η − s)α−β−1

| f (s,u(s),c Dα−1u(s))− f (s, ū(s),c Dα−1ū(s))|ds

−
Γ (2−β )t2−α

(1− γη1−β)Γ (3−α)(Γ (α −β ))
∫ 1

0
(1− s)α−β−1| f (s,u(s),c Dα−1u(s))− f (s, ū(s),c Dα−1ū(s))|ds.

Which implies that

| Dα−1Tu(t)−Dα−1Tū(t) |

≤ k{| u− ū |+ | Dα−1u−Dα−1ū |}t

+
Γ (2−β )t2−α

(1− γη1−β)(Γ (3−α))(Γ (α −β ))
(
(η − s)α−β

α −β
|η0 −

(1− s)α−β

α −β
|10

)

(| u− ū |+ | Dα−1u−Dα−1ū |)kt

≤ 2k ‖ u− ū‖C̃

+2
Γ (2−β )k·

Γ (3−α)Γ (α −β +1)(1− γη1−β)

(γηα−β −1) ‖ u− ū‖C̃

≤ 2k
Γ (3−α)Γ (α −β +1)(1− γη1−β)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

+2k
Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

‖ u− ū‖C̃ .

It follows that

‖ Tu(t)−Tū(t) ‖C̃ ≤ d ‖ u− ū ‖C̃,
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where

d = max

{
2G∗k,2k

Γ (3−α)Γ (α −β +1)(1− γη1−β)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

+2k
Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

}

< 1

⇒ T is contraction mapping.
By Banach fixed point theorem the BVP (1) has a unique
solution.

Example 1.Consider the following boundary value
problem

cD3/2
t u(t)

=
1

20cost +7

(
1

1+3|u(t)|+4|cD1/2u(t)|

)
, t ∈ [0,1]

u(0) =
1
2

u(
1
2
),c D1/2u(1) =

1
2

c

D
1
2 u(

1
2
).

Here α = 3/2, β = γ = η = 1
2 and

f (t,u,v) = 1
20cost+7

(
1

1+3|u(t)|+4|v|

)
, with v =c D1/2u(t).

We find that

| f (t,u,v)− f (t, ū, v̄)| ≤
4
27

(|u− ū|− |v− v̄|),

which is condition(A1) of Theorem (2) with (k = 4
27).

Also G∗ = supt∈ j
∫ η

0 | G(t,s) | ds= 1.404 and

2k
Γ (3−α)Γ (α −β +1)(1− γη1−β)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

+2k
Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)
= 0.46< 1,

max

{
2G∗k,2k

(
Γ (3−α)Γ (α −β +1)(1− γη1−β)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

+
Γ (2−β )(γηα−β −1)

Γ (3−α)Γ (α −β +1)(1− γη1−β)

)}
< 1.

Hence by Theorem (2), boundary value problem has a
unique solution onJ ∈ [0,1].
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