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Abstract: For the ultrasound images accurate segmentation problem, this paper proposes a novel SVM semi-supervised segmentation
method based on major features in curvelet domain. Firstly, ultrasound images were decomposed into different directions and frequen-
cies in the curvelet domain, then the cauchy model was used to simulate curvelet coefficients distribution, thus the main distribution of
the curvelet coefficients were extracted to reduce the algorithm time complexity; Secondly after curvelet inverse transform we designed
texture analysis method to distinguish texture intensity of every blocks among each sub-bands, then elected maximum K numbers
energy sub-bands accroding to the strong texture characteristic, followly extracted features such as: angular second moment, contrast,
correlation, entropy, variance, mean, adverse moments, etc from these maximum energy sub-bands, thereby calculating data amount
was reduced and algorithm real-time performance was improved; Finally we designed semi-supervised SVM classifier and took the ex-
pert manual tagging map as reference standards, compared with the results of moment method and active contour model, experimental
data show that our algorithm for ultrasound images pathological region segmentation has better accuracy and effectiveness.
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1. Introduction

Medical ultrasound image is an important type of medical
images and is widely used in medical diagnosis, Compared
with other medical imaging methods, Ultrasound imag-
ing has the advantages of non-traumatic to human body,
real-time display, low cost, ease to use. As an ideal non-
invasive diagnosis method, It has broad prospects for de-
velopment. However, because of the principle of imaging
factors lead to insufficient grayscale display range or un-
reasonable gray distribution, so the ultrasound images aux-
iliary diagnosis effect is constrained, especially in some
local details, if difference of pathological regions gray lev-
el are not obvious, that will bring a lot of difficult to detect.
In order to improve ultrasound images quality and enhance
the readability of ultrasound image local details, make im-
ages suitable for human eyes observation or machine anal-
ysis, in recent years automatic pathological area segmen-
tation algorithm has become the research focus.

In recent years some scholars dealt with the ultrasound
image segmentation in the frequency domain, such as lit-

erature [1] used wavelet decomposition to achieve wavelet
coefficients, then combined with neural network method
to process segmentation problem. literature [2] construct-
ed an accurate ultrasound image segmentation algorithm in
the wavelet domain with the Chan-Vese model, literature
[3] combined the local histogram and wavelet transform
to locate the position of breast lesions. literature [4] pro-
posed a new method which combined texture and shape
as the prior information, then energy equation was con-
structed and texture of pathological area was classified by
the shape parameter and Gabor filter coefficients. Other re-
searchers processed ultrasound image in the space domain,
literature [5] proposed segmentation algorithm based on
gray probability density function and fast matching ideas
for vascular image, Literature [6] constructed an image
segmentation method based on graph theory, which has
the advantages of robust to noise, sensitive to the blurred
edge, low residual error rate and fast calculation speed.
After remove speckle noise, literatures [7–9] adopted ac-
tive contour model combining with prior information such
as shape texture color to complete pathology region di-

∗ Corresponding author: e-mail: njyunting@qq.com
c© 2012 NSP

Natural Sciences Publishing Cor.



738 Ting Yun : Semi-supervised Ultrasound Image Segmentation ...

vision. Christodou [10] used ten different texture feature
include first-order statistics, gray-level co-occurrence ma-
trix, gray differential statistics, neighborhood gray differ-
ence matrix, statistical feature matrix, texture energy spec-
trum, characteristic of fractal dimension, power spectrum
and shape parameters to extract carotid atherosclerotic pla-
ques, then adopted K-neighboring method to complete sep-
aration. literatures [13–15] used a variety of moments to
analyze image texture features, then gabor energy, fish i-
dentification and active contour models are combined with
features for image segmentation. The article [16] focused
on comparing several multi-resolution texture analysis meth-
ods which include wavelet, ridgelet, and curvelet. The com-
parision are extensively tested and results are compared
with standard texture classification algorithms. Experimen-
t results show that using curvelet-based texture features
significantly improves the classification effect in CT scans.

In this paper curvelet coefficients of ultrasound images
are got by curvelet transform, cauchy distribution is used
to extract main distribution curvelet coefficients and tex-
ture intensity of different regions in curvelet subbands are
analysed, then these coefficients are brought into the SVM
classifier and the error rate is adjusted through iterative
modification, thereby we choose the most optimal SVM
parameters to complete ultrasound image segmentation, fi-
nally comparison with existing algorithms, the validity of
our scheme is verified.

2. Ultrasound image segmentation

2.1. Curvelet transform

Curvelet transform provide a new multi-scale image repre-
sentation method, through curvelet transform, images will
decompose into subbands with scale and direction infor-
mations, so it has high performance in image segmentation
and texture classification that wavelet not own. In this pa-
per we used multi-resolution and multi-direction fine char-
acteristics that obtained by curvelet transform for ultra-
sound image segmentation. Curvelet transform in R2 can
be defined as follow: We define that x is a spatial variable,
ω is a frequency-domain variable, r and θ are radius and
angle in polar coordinates. W (r) is a radial window and
V (r) is an angular window, they are all smooth, nonneg-
ative and with real-values, and supported in the interval
r ∈ (3/4, 3/2) and t ∈ (−1/2, 1/2) :

∞∑
j=−∞

W 2
(
2jr
)

= 1 , r ∈ (3/4, 3/2) (1)

∞∑
j=−∞

V 2 (t− l) = 1 , t ∈ (−1/2, 1/2)

For each j ≥ j0, a frequency window Uj in the Fouri-
er domain is defined by the support of W and V , Uj is

Figure 1 Curvelets in Fourier frequency.

defined in the Fourier domain by:

{Uj(r, θ) = 2−3j/4W (2−jr)V

(
2[j/2]θ

2π

)
(2)

where [j] is the integer part of j . In fact, the support
of Uj is a polar ”wedge”. The symmetrized version of (2),
namely Uj(r, θ) +Uj(r, θ+ π) , is used in order to obtain
real-valued curvelets.

Now the waveformϕj (x) defined by mean of its Fouri-
er transform ϕ̂j (x) = Uj (ω). As ”mother” wavelet, ϕj is
thought to be a ”mother” of curvelet, and all curvelets at
scales 2−j are obtained by rotations and translations of ϕj .
To define the curvelets, symbols θl and k are defined as fol-
low: θl = 2π ·2−[j/2] ·l, with l = 1, 2, ... such that 0 ≤ θ <
2π; k = (k1, k2) ∈ Z2. Here, θl is equispaced sequence of
rotation angles and k the sequence of translation parame-
ters. Then, the curvelet can be defined at scale 2−1, orien-
tation θl and position x(j,l)k = R−1θl

(
k1 · 2−j , k2 · 2−j/2

)
by

ϕj,l,k (x) = ϕj

(
Rθl

(
x− x(j,l)k

))
(3)

For a given image I ∈ L2
(
R2
)
, the curvelet coeffi-

cients is defined by

c(i, l, k) = 〈I, ϕj,l,k〉 =

∫
R2

I (x)ϕj,l,k (x)dx (4)

Digital curvelet transforms can also be operated in the
frequency domain, and it will be useful to apply Plancher-
el’s theorem and express the inner product as the integral
over the frequency plane:

c (i, l, k) = 1
(2π)2

∫
Î (ω)ϕ̂j,l,k (ω)dω

= 1
(2π)2

∫
Î (ω)Uj (Rθlω) e

i
〈
x
(j,l)
k ,ω

〉
dω

(5)

In order to realize the curvelet transform, unequally s-
paced fast fourier transform(USFFT) algorithm is adopt-
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ed in our algorithm, it is a fast discrete curvelet transfor-
m method [11,12], The realization process is divided into
four steps:

1) For a given two-dimensional image I [t1, t2], t1, t2 ∈
Ωimage in Cartesian coordinates, we used two-dimensional
fast Fourier transform (2DFFT), and get two dimension-
al frequency domain representation: Î [n1, n2] ,−n/2 ≤
n1, n2 ≤ n/2 ;

2) In the frequency domain, for each scale and an-
gle.., re-sampling Î [n1, n2] will get Î [n1, n2 − n1 tan θ1]
, (n1, n2)

∈ Pj , wherePj =

{
(n1, n2) : n1,0 ≤ n1 < n1,0 + L1,j ,
n2,0 ≤ n2 < n2,0 + L2,j

}
is parameter about 2j , L2,j is parameter about 2j/2, They
represent length and width about support interval of
Ũj [n1, n2];

3) The interpolated Î multiply with window function
Ũj , then Ĩjl will get:

Ĩjl [n1, n2] = Î [n1, n2 − n1 tan theta1] Ũj [n1, n2] ;

4) For the Ĩjl do inverse 2DIFFT transformation, so
discrete curvelet coefficients cD (j, l, k) are got.

The ultrasound image I is taken USFFT transform, ac-
cording to scale j and direction l ,then I is decomposed
into 5 layers, both the 1th layer (the lowest frequency) and
5th layer (the highest frequency) have only 1 direction, and
both the 2th layer and 3th layer have 32 directions, the
4th layer has 64 directions. All layers with different direc-
tions can represented as {1, 32, 32, 64, 1}, among them at
regular intervals choose partial {1, 16, 16, 0, 1} direction-
s as the ultrasound image features. But the count of these
directions data is enormous, in order to reduce the algo-
rithm computational load and time complexity, we adopt-
ed three strategies. Firstly we analyzed the curvelet co-
efficients distribution obey what probability models, then
extract main distribution curvelet coffients. Secondly after
inverse curvelet transform, these direction data of differ-
ent layers convert into 34 sub-bands, through calculating
texture intensity of every blocks among each sub-band to
determine the maximum energy subbands. Finally accord-
ing to the above method efficiently and refinedly extract
main image features to form feature vector which bring to
the SVM classifier for image segmentation.

2.2. Curvelet coefficient main distribution

In this section, three kinds of distribution function are used
to simulate curvelet coefficients distribution, specific to:

1) Generalized Gaussian distribution (GGD):

f (x, µ̄, s, u) =
s

2βΓ (1/s)
exp

{
−
[
|x− µ̄|
u

]α}
(6)

Figure 2 Histogram and estimated primary distribution of
curvelet coefficients, (a) ultrasound image1 curvelet coefficients
distribution, (b) ultrasound image2 curvelet coefficients distribu-
tion.

where x∈ I ,Γ (·) =
∫∞
0
e−ttz−1dt, u =

√
σ2Γ (1/a)
Γ (3/a)

s, σ > 0; µ̄ is GGD mean value, σ2 is variance, s is shape
parameter, u is scale parameter.

2) Laplase distribution:

f (x) =
b′

2
exp (−b′ · |x|) , x ∈ I (7)

where b′ =
√

2
/
σ.

3) Cauchy distribution:

f (x, x0, γ̄) =
1

π

[
γ̄
/(

(x− x0)
2

+ γ̄2
)]

(8)

Figure 2 (a) and (b) show the estimated and the ob-
served densities of the curvelet coefficients of two random
ultrasound images on log scale. From the Figure 2, it can
be seen that the histogram is clearly non-Gaussian where-
as the Cauchy model is closer to the actual histogram, then
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primary distribution curvelet coefficients (as shown in Fig-
ure 2, the part between purple lines) are taken out as the
characteristic quantity that will be used in the following
section. Through inverse curvelet transform these primary
distribution curvelet coefficients following convert into 34
sub-bands, each sub-band with (512× 512) size.

2.3. Determination of texture strength and main
direction

The image texture can divide into two class: strong texture
and weak texture. The regions S1 with strong texture rep-
resents the texture characteristics is obvious, just opposite
to the weak regions S2; after curvelet inverse transform
direction data convert into Ndir = 34 sub-bands, and for
each sub-band is divided into non-overlappingM numbers
blocks Xp,p = 1, 2, 3...M ; every block Xp contains Nele
pixels,Nele,M = 32∗32,N×N = 16∗16; Each block in
its sub-bands can denote by Curvelet[z1, z2] z1 = 1 . . .
Ndir z2 = 1 . . . Nele. then the following parameters are
calculated:

1) Each sub-band energy:

Ez1 =
∑Nele

z2=1
(CurveletXp

[z1, z2])
2 (9)

2) Maximum sub-band energy:

Kp = arg max
z1

(Ez1) (10)

3) Block average energy of all sub-bands is defined as:

MEz1(p) =

∑Ndir
z1=1 (

∑Nele
z2=1 (CurveletXp [z1, z2])

2 −D2
z1)

Ndir
(11)

where Dz1 =
∑Nele

z2=1 Curvelet[z1,z2]

Nele

4) Each block energy variance is defined as:

V arEz1(p) =
∑Ndir

z1=1
(Ez1 −DE)/Ndir (12)

where DE =
∑Ndir

z1=1Ez1/(Ndir + 1)
Applying above parameters, each block Xp is divided

into strong texture S1 and weak textures S2:

{
Xp ∈ S2 when MEz1(p) > T1 and V arEz1(p) < T2
Xp ∈ S1 other

where T1 = 3×
∑M

p=1ME(p)

M ,

T2 =
4

5
max(V arEz1(p))− 1

5
min(V arEz1(p)) (13)

Through above steps strong texture blocks of each sub-
band can be determinated, then we can choose the maxi-
mum energy direction which contains greater number of

Figure 3 Election of the largest energy subbands.

strong texture blocks. Through voting mode we can select
the maximum energy directional. for example, as shown in
Figure 3. z1 = 1, z2 = 2 are two directional sub-bands, the
red litter square represents the current blockXp has strong
texture, define the maximum energy sub-band which con-
tains largest quantity of red squares, such as subband2 is a
major energy directional subband because it contains more
red blocks than subband1.

2.4. Features extraction

After main distribution curvelet coffients extraction, every
strong texture blocks X̂p that belong to major energy di-
rectional subbands are chose for the following feature cal-
culation:

1) angular second moment:

w1 =

N∑
d1=1

N∑
d2=1

(
X̂p

)2
Nele = N ×N (14)

2) contrast:

w2 =

N∑
d1=1

N∑
d2=1

n2X̂p (d1, d2), |d1 − d2| = n (15)

d1 is the abscissa and d2 is the ordinate.
3) correlation:

w3 =

(
N∑

d1=1

N∑
d2=1

(d1d2) X̂p (d1, d2)− µ1µ2

)/
σ2
1σ

2
2

(16)

where µ1 =
N∑

d1=1

d1
N∑

d2=1

X̂p (d1, d2)

µ2 =

N∑
d2=1

d2

N∑
d1=1

X̂p (d1, d2)

σ2
1 =

N∑
d1=1

(d1 − µ1)
2

N∑
d2=1

X̂p (d1, d2)

c© 2012 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci. 6, No. 3, 737-743 (2012) / www.naturalspublishing.com/Journals.asp 741

σ2
2 =

N∑
d2=1

(d2 − µ2)
2

N∑
d1=1

X̂p (d1, d2)

4) entropy:

w4 = −
N∑

d1=1

N∑
d2=1

X̂p (d1, d2) log X̂p (d1, d2) (17)

CurveletX̂p
= {w1, w2, w3, w4} is composed by these

features, therefore each pixel of ultrasound image is corre-
spond to the eigenvectors x̃ = EigenvectorsX̂p

=
{
CurveletX̂p

}
then brought into SVM classifier for

the medical ultrasonic image segmentation.

2.5. Semi supervised segmentation based on
SVM

Training sample set has K samples of two types, can be
expressed as:

(x̃1, y1) , (x̃2, y2) , ..., (x̃k, yk) , y ∈ {+1,−1} (18)

The principle of SVM algorithm is to find the maxi-
mum distance between the two class and define the opti-
mal classification hyper-plane, so the two class is separat-
ed, classification hyper-plane can be expressed as:

·φ (x̃) + b = 0 (19)

Wherew is the weight vector of the classification plane,
b is offset, φ make x̃k mapped into the high dimensional
feature space, also it used to construct the optimal sepa-
rating plane in high-dimensional space. In order to ensure
that all the samples are correctly classified, penalty term

C ′
k∑
i=1

ξi is added into the minimum target 1
2‖w‖

2, form-

ing the objective function is:

1

2
‖w̄‖2 + C ′

k∑
i=1

ξi (20)

The constraint condition of function (20) is

yi {[w · φ (x̃i)] + b} ≥ 1− ξi, i = 1, 2, ..., k, ξi ≥ 0
(21)

in Formula (20), C ′ is penalty coefficient; ξi is the s-
lack variable. Then acquisition the optimal plane problems
is converted into convex quadratic programming optimiza-
tion problems through lagrange function, That is


max

k=i=1∑
αi − 1

2

k∑
i=1

k∑
j=1

αiαjyiyjK (x̃i, x̃j)

k∑
i=1

yiαi = 0, αi ≥ 0, i = 1, 2, ..., k

(22)

in formula(22): αi is the corresponding Lagrange mul-
tiplier; K (x̃i, x̃j) = φ (x̃i)φ (x̃j) is the kernel function.
formula(22) is a quadratic function optimization problem
and exist the unique solutions, according to the constraint
condition (20) let the optimal solution isα0 =

(
α0
1, ..., α

0
k

)
,

so the SVM classification discriminant function is got:

f (x) = sgn

(
k∑
i=1

yiα
0
iK (x̃i, x̃j)− b0

)
(23)

where b0 is classification threshold. In function (23)
commonly used kernel functions include such as: linear
kernel function, polynomial function, radial basis function
and Sigmoid kernel function. as follows:

K (xi, xj) = (x̃i · x̃j)

K (x̃i, x̃j) = (γ (x̃i · x̃j) + r′)
d
, γ > 0

K (x̃i, x̃j) = exp
(
−γ‖x̃i − x̃j‖2

)
, γ > 0

K (x̃i, x̃j) = tanh [γ (x̃i · x̃j) + r′] , γ > 0

where γ is Gamma coefficients of the kernel function,
d is polynomial coefficients; r′ is the offset in the radial
basis function and sigmoid kernel function.

3. Experiment

In Figure 4, the first line is the training set and the cor-
responding expert manually labeling segmentation result-
s; in this line (a)1 (a)2 and (a)3 represent training sam-
ples; (b)1 (b)2 and (b)3 represent expert manually labeling;
The following three lines show our algorithm experiment,
(c) represent different testing ultrasound images that to be
segmented, (d) represent strong texture blocks of each ul-
trasound images, the black blocks in Figure 4(d) have the
weak texture intensity. (e) represent every ultrasound im-
age final segmentation results, in each result the white line
represents the edge of experts manually mark the location
of the tumor, the black region is the segmentation results
of our method.

Followly true positive (TP) regions which not only be-
long to actual pathological regions but also belong to al-
gorithm segmentation regions are defined, false positive
(FP) regions also defined which belong to the algorithm
segmentation regions but not belong to actual pathologi-
cal regions. false negative (FN) regions are defined which
belong to actual pathological region but not belong to the
algorithm segmentation regions. According to these three
properties, five quantization segmentation parameters are
defined:

Accuracy:

CAcc =
|TP − FP |
TP + FN

(24)
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Figure 4 segementation results.

True positive ratio (TPR):

CTPR =
TP

TP + FN
(25)

Fractional area difference (FAD):

CFAD =
|FP − FN |
TP + FN

(26)

False positive ratio (FPR):

CFPR =
FP

TP + FN
(27)

Similarity (SI):

CSI =
TP

TP + FN + FP
(28)

CTPR value is larger, our segmentation results cov-
er higher percentage of actual pathological region; CFPR
value is smaller, then segmentation area is less error; CSI
value is larger, that our segmentation result is closer to the
manual label area. Table 1 lists the clinical ultrasound im-
age segmentation results of different methods, GLCM rep-
resent Gray-level Co-occurrence Matrix method, it can be
seen from the experimental data, our method results about
CTPR index are more than 90 percent, which prove our

segmentatiobn results can cover most of the actual tumor
region, the CFPR index show that our method with low
error rate of partitioning tumor region and high accuracy
of segmentation. Comparing with the literatures [13–15]
method, CSI index shows our method obtained better seg-
mentation effect. On the time complexity, due to the main
distribution curvelet coefficients are extracted, so the aver-
age computation time is reduced of 25 percent.

Table 1 Comparison of experimental results.

4. Conclusion

The ultrasound image segmentation method based on semi-
supervised in curvelet domain is presented in this article,
in this paper our work mainly include: Firstly ultrasound
images are decompose into different frequencies and ori-
entations through curvelet transform, then Cauchy distri-
bution is used to simulate the curvelet coefficients distribu-
tion and main distribution curvelet coefficients are extract-
ed for curvelet inverse transform, after inverse transform,
accroding to the texture analysis we extract major ener-
gy direction sub-bands for the following features calcu-
lation, these features mainly include: angular second mo-
ment, contrast, correlation, entropy. therefore, our algo-
rithm time-consuming degree is reduced. Secondly eigen-
vectors composed by these features are taken into the SVM
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classifier to complete the image segmentation based on
the semi-supervised learning thoughts. Finally experimen-
tal results show that our method can accurately extract the
pathological region of the ultrasound images. In the future
work, the authors intend to undertake further research in
the time-Frequency analysis and study in machine learn-
ing domain, commit ourselves to put forward more ac-
curate and more real-time ultrasound image segmentation
method.
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