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Abstract: Deaf, Hard-Of-Hearing and Speech-Impaired (D-HOH-SI) individuals have a specific interest in the development of
affordable high-quality videoconferencing as a means of communicating with their family members and peers using sign language.
Unlike Video Relay Service, which is intended to support communication between a caller using sign language and anotherparty using
spoken language, videoconferencing can directly be used either between two deaf signers or between a caller using sign language and
the other using spoken language without the need of an interpreter. This paper proposes a Bandwidth Aware Gesture Based Layered
(BAGBL) framework for sign language recognition based video conferencing application. Assuming a D-HOH-SI individual at the
sender side, the proposed framework uses shape energy trajectory of hand sign gesture for video layering, a Multi-dimensional Multiple-
choice Knapsack Problem (MMKP) based gradational hull pareto minimization heuristic called MMKP based Pareto Minimization
Heuristic for Substream Scaling (MPMHSS) and a heuristic for substream scheduling which is based on Dynamic MultilevelPriority
(DMP) called Modified DMP packet scheduling (MDMP) mechanism. At the receiving side, our framework includes an automatic
sign language recognizer to recognize the sign language gesture and a speech synthesizer to convert the recognized words to speech.
Our framework intelligently forms and selects video layersfrom a video sequence to maximize the video quality. Using extensive
simulation and mathematical analysis we show that the proposed solution: (i) is efficient in terms of recognition rate (ii) achieves high
radio resource utilization, (iii) maximizes the received video quality.

Keywords: Video Conferencing, Sign Language Recognition, Multimedia Streaming, BAGBL, MPMHSS, MDMP, Key Frame
Extraction

1 Introduction

Video communication or in particular video conferencing
is efficiently used for interpersonal communication [1]
such as as business meetings, social communication or
e-learning. This technology supports real-time
communication between users separated by a distance.
For such communication, network connectivity is an
important aspect so as to transmit video and audio signals
over distances.

The major strengths of video conferencing technology
is the opportunity it offers to people with disabilities to
get a face-to-face experience with each other, with service
providers and business associates even if they are located
across town or around the world. It is a boon to sign
language users can communicate in their own language

(meaning their own cultural expressions and dynamics)
among themselves and with others who are at a distance.
There is a necessity for sufficient video quality to capture
the nuances of these sign languages rapidly changing
hand and finger movements. But, networks suffer from
bandwidth limitation which can cause packet loss, jitter
and delay [2].Also, if the transmission bit rate exceeds the
bandwidth limitations, there is a possibility of poor video
experience which results in difficulty of interpretation of
sign languages.This results in stringent QoS demands and
hence video conferencing over the networks becomes a
real challenge.

Advancements in hierarchical coding schemes such as
the H.264/SVC [3] have proved to be efficient for
bandwidth limited transmission of video over wireless
networks.This concept can be extended to gesture based
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video streaming as well. We propose a layered approach
to put the data of different importance into different
layers. With such features this layered approach is more
suitable when the video is transmitted over an error prone
channel with fluctuating bandwidth. Specifically, this
involves generating a (bit stream) coded representation by
decoding of appropriate subsets to reconstruct complete
pictures of resolution or quality commensurate with the
portion of the bit stream decoded.The base layer is
formed by decoding the minimum stream subset (key
frames) and the enhancement layer(s) are formed by
decoding the remaining bits in the bit stream which
contribute to a richer viewing experience due to a higher
resolution or quality as compared to the base layer.We
experimentally prove that, the recognition rate of sign
gestures using this layered approach is comparable to the
non-layered one.

To summarize, we propose a layered approach, where
the captured video is to be separated into multiple layers
of resolutions, frame rates, and quality for streaming. We
use the term streaming and video conferencing
interchangeably throughout the paper.

Specifically, the contributions of this paper are
twofold:

1. The formation of hierarchical layers using
extraction of key frames.Key frames are extracted by
finding the minimal set of key frames which cover all
significant events based on the curvature of the ”shape
energy” trajectory.

2. The formulation and implementation of a
Multi-dimensional Multiple-choice Knapsack problem
(MMKP) based heuristic called A MMKP based Pareto
Minimization Heuristic for Substream Scaling for
substream scaling (MPMHSS) by using Pareto
minimization concepts and a substream scheduling
heuristic called MDMP, Modified Dynamic Multilevel
Priority packet scheduling mechanism based on Dynamic
Multilevel Priority (DMP) [4] to schedule the selected
substreams through the wireless network.

Remainder of the paper is organized as follows:
Section 2 provides a brief review of the related work. The
proposed Bandwidth Aware Gesture Based Layered
(BAGBL) framework for streaming gesture based video
among multiple wireless receivers is discussed in Section
3. We state our problem and present the analytical
formulation for the same in Section 4 stating the
heuristics MPMHSS and MDMP. The time complexity of
our heuristics is evaluated in Section 5. Section 6 presents
the simulation set up for evaluating our framework
analyzing various metrics on gesture based test data sets.
Section 7 concludes the paper.

2 Related work

2.1 Sign Language Recognition

Sign language is a language which exploits unique
features of the visual medium through spatial grammar .It
relies on sign patterns viz., the movements and orientation
of the arm and the body language of the person to
facilitate understanding between people in which
communication is viable without the means of acoustic
sounds.Attempts to automatically recognize sign
language began to appear in the literature in the 90s.

Various approaches to handle the data acquisition
problem towards automated SL recognition have been
proposed, that employ sensing devices, which include
cameras [5,6] to wearable tracking devices [7],
i.e.,instrumented gloves, body suits, and marker-based
optical tracking, or a combination of devices [8,9], for
communication between a human and the
environment.There is variation in each sensing
technology in several dimensions, which include
accuracy, range of motion, resolution, , user comfort,
latency, and cost [10]. Glove based gestural interfaces
characteristically require the user to wear a cumbersome
device and hold back the ease and naturalness of the users
interaction with the computer. Vision-based techniques,
while overcoming this, need to compete with other
problems related to, in some cases, specific environment
limitations [10]. An alternative SL information
acquisition approach was lately introduced, referring to
the use of surface electromyogram (sEMG) (acquired
from the users forearm), either exclusively [11,12,7,13]
or combined with data from a triaxial accelerometer
(3D-Acc) (placed on the users wrist) [11,14] with the use
of a portable Bluetooth-enabled device. sEMG signals
were acquired from the skin above the muscles involved
during gesturing with noninvasive surface electrodes.

The mathematical tools involved in automated SL
recognition solutions include approaches involving
statistical modeling, computer vision, pattern recognition,
and image processing.SushmitaMitra [15], provides a
survey on gesture recognition, with particular emphasis
on hand gestures and facial expressions. The major tools
surveyed for this purpose include HMMs, particle
filtering and condensation algorithm, FSMs, hybridization
of HMMs and FSMs, Soft computing tools, fuzzy logic
and ANNs. A sign language recognition system using
Kinect [16] was developed by researchers from Microsoft
Research Asia and the Chinese Academy of Sciences
which provides two modes viz., a Translation Mode,
which translates sign language (word or sentence) into
speech and a Communication Mode in which a person
can orally communicate with the signer through an
avatar.But this system is confined to Chinese sign
language.

Li-Chun et.al., [17] developed a model for measuring
the similarities between two sign language videos. The
vision element of the model is distance based on Volume
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Local Binary Patterns (VLBP), which is robust for motion
and illumination. Semantic component of the model
computes semantic distance based on definition of sign
language semantic, which is defined as hand shape,
location, orientation and actions. While quantizing the
sign language semantic, contour is used to measure shape
and orientation; trajectory is used for measuring location
and movement. Jessica [18] has developed a better
theoretical model, the Human Signal Intelligibility (HSI),
to evaluate intelligibility of lowered video quality for the
purpose of reducing bandwidth consumption and
extending cell phone battery duration.The goal is to
advance mobile sign language video communication so
that it does not rely on higher cellular network bandwidth
capacities.

A Region of Interest-based Adaptive Scheme (ROIAS)
in which the adaptation of streamed multimedia content
is different in the regions within each frame based on the
users interest in them was presented by Bogdan et al. [19].

2.2 Adaptive Multimedia Streaming

There are many performance issues involved while
delivering multimedia over variously loaded best-effort
networks to heterogeneous users in terms of connectivity,
device characteristics and expectations. Among the most
significant causes of degradation of performance when
streaming multimedia are the low bandwidth available,
lossy connections, highly variable background traffic and
highly loaded delivery conditions. The combined effect of
these parameters ultimately affects end-user Quality of
Experience (QoE). As QoE is difficult to assess, research
has instead focused on proposing techniques to increase
the Quality of Service (QoS) level.

Various solutions ranging from bandwidth
over-provisioning to traffic engineering were proposed
which were either very expensive, difficult to deploy or
provided limited scalability and flexibility.Among the
most successful solutions are the adaptive multimedia
streaming schemes which adjust the bandwidth used by
the applications by increasing or decreasing both the
transmission and content encoding rates according to the
existing network conditions. Among the approaches
proposed, network or transport level adaptive solutions
such as TFRCP [20], LDA+ [ 21] and RAP [22] provided
certain level of QoS when streaming multimedia over
wired networks, but were poorly linked to end-user
perceived quality. Various solutions were proposed for
adaptive multimedia transmissions over wireless access
networks [23] or wireless ad-hoc networks [24]. Among
the proposed solutions are adaptation mechanisms at the
level of layers [23] or objects [25], fine-granular
scalability schemes [26] and perception-based approaches
[27]. Complementing these approaches the IEEE 802.11e
standard [28] provides QoS features that may help
improving users QoE allowing for multiple-priority-based
distribution of multimedia content. [29] proposed a

TCP-friendly video transport protocol targeting for
wireless environment, but it is still content-agnostic. [30,
31,32,33] rely on using a video rate-distortion model to
solve network resource allocation while providing video
content-awareness. The model is however only applicable
for videos at a fixed frame rate. Cross-layer design is also
investigated in the literature to improve the video
adaptation over wireless [34,35,36,37] that get closer to
the users and try to achieve higher end-user perceived
quality of multimedia streaming. However only the
Quality Oriented Adaptation Scheme (QOAS) [38]
involves a user perceived quality estimation in the
feedback-based multimedia adaptation process. Hence,
when used for adaptively streaming multimedia in both
wired and wireless environments, QOAS shows
appreciable improvements in end-user QoE. In a recent
work, [39], proxy-assisted video adaptation is considered
for the case where multiple streams share a common
backbone network and the video rate-distortion model is
used. Most recently, [40] developed a novel analytical
rate-quality model, that relates the maximum notable
quality for a given video rate, for scalable video with both
temporal and amplitude scalability. They came up with an
iterative multi-stream rate allocation scheme at the proxy
that can maximize a weighted sum of received video
quality at all receivers, given the link bandwidths of all
receivers.

All the research presented above are oriented
specifically either towards sign language recognition
systems or adaptive multimedia streaming. The concept
of bandwidth proficient transmission of sign language
data over networks is lacking on a large scale. To address
the above issue, we propose a BAGBL framework as a
novel bit-rate adaptation technique for gesture based
video streaming by forming hierarchical layers using the
shape energy trajectory of sign gestures.

3 Bandwidth Aware Gesture Based Layered
(BAGBL) Framework and Algorithms for
Layer Selection

In this section, we develop a Bandwidth Aware Gesture
Based Layered (BAGBL) framework for streaming
gesture based video among multiple wireless receivers.
The framework is defined for gesture based video
conferencing and can be easily adapted to accommodate
other multimodal based streaming applications.

The BAGBL framework is designed to facilitate hand
sign gesture based video conferencing over wireless
networks with bandwidth fluctuations. The system is
composed of three major subsystems: Key Frame
Extraction (KFES) Subsystem, Layering Subsystem (LS)
and Streaming Subsystem (SS) as shown in Fig.1. Video
analytics applications [41] that suffer from the problem of
processing large number of video frames use Key frame
extraction as a pre-processing step. This concept can be
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Fig. 1: The BAGBL Framework

applied for video streaming applications as well. Key
frame extraction, is the problem of finding the minimal
set of key frames that cover all significant events or
maximize the number of key frames while minimizing
redundancy of information in these key frames. Video
layers are generated by arranging the video frames
according to the amount of information present. Video
streaming is achieved by just dropping the least important
levels (layers) depending on the available bandwidth and
client requirements.

3.1 Key Frame Extraction (KFES) Subsystem:

3.1.1 Pre Processing:

For extraction of candidate frames from the sequence we
perform certain pre-processing. Pre processing involves
segmentation, masking and hand detection. The first stage
is segmenting the hand. Many methods have been
proposed for hand segmentation, we use skin color to
detect and segment hands [42], but unfortunately by itself
is not a reliable modality. It is assumed to have a uniform
background and clothes for simplification. Thus, the
segmentation can be easily performed using a threshold.
After that, the segmented hand (binary image) could be
used as a mask, for extracting the Zernike moments as
shown in Fig.2.

3.1.2 Key frame extraction:

To select only those frames that are able to describe
adequately the performed gestures [43], key frames are

Fig. 2: Key Frame Extraction

extracted based on the curvature of the “shape energy”
trajectory to create a content based representation for
them.

Let Vt denote the original video sequence at an instant
t captured at a rate ofNf frames per second represented
by a set of framesF(t) denoted asVt = F(t).The aim is to
derive a captured set of key framesKFt = Fk(t) from Vt
such that the gesture energyJ (as shown in equation1)
represented by the sum of the squared coefficients of the
Zernike moments is maximum.

J =
nmax

∑
n=0

∑
m
‖Anm‖2. (1)

Wherenmax is the selected order of the moments.nmax is
selected as 2, the second derivative ofJ denoted byJ′′

which gives the curvature measure. Local minima
indicate time instances of low shape variation whereas
local maxima correspond to peak shape variation.

Let XM contain the time instances of frames
corresponding to the local maxima ofJ′′ estimated as in
equation2 & 3

XM = F(t) : J′′(F(t)−1) < J′′(F(t))&J′′(F(t))> J′′(F(t)+1)
(2)
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andXm contain the time instances of local minima ofJ′

estimated as

Xm = F(t) : J′′(F(t)−1)> J′′(F(t))&J′′(F(t))> (F(t)+1)
(3)

XM that contains the local maxima is denoted as the set
of key frames extracted from the video sequence,KFt =
XM.

3.2 Layering Subsystem:

A video sequence may be represented using an essential
base layer (also called the main profile) and one or more
optional enhancement layers (called scalability profiles).
The base layer constructs the coarse or base
representation of the stream, and the enhancement layers
successively improve it.

The base layer is formed by the second order
moments of the extracted key-frames as described in
Section 3.1 which preserve the semantics of the gesture.
The higher order moments contribute to the enhancement
layers. At the client side, the image can be reconstructed
using a set of moments through order M as given by
equation4

f̂ (x,y) =
nmax

∑
n=0

∑
m

AnmVnm(ρ ,θ ) (4)

where f̂ (x;y) is the reconstruction of the original image
f (x;y), n is a positive integer,m is an integer such that
|m| <= n, and(n−|m|)/2= 0, andnmax is the maximum
value of n (maximum order). As higher values ofnmax
capture a lot of noise,nmax is determined by computing
moments up to an order where there is only a 1%
difference between the reconstruction and the original.

3.3 Streaming Subsystem:

Streaming refers to the transmission of different video
layers in different bit streams called sub streams. Less
bandwidth is needed for transmission of the base layer
due to its coarser quality; while the enhancement layers
require more bandwidth due to finer quality.

4 Problem Formulation

We formulate our problem of gesture based video
streaming over wireless networks as two subproblems
viz., Substream Scaling by indicating a MMKP based
approach which uses pareto minimization techniques and
Substream Scheduling which is based on Dynamic
Multilevel Priority [4]. We devise our own heuristic to
solve the above mentioned MMKP based video streaming
procedure. The selected substreams are scheduled through
the wireless network using our own procedure called
MDMP, Modified DMP packet scheduling mechanism.

4.1 Substream Scaling:

The original video sequence is encoded intoS scalable
streams. Each scalable stream “s”, 1≤ s ≤ S has a
number of layers (a base layer and one or more
enhancement layers) as described in the previous section.
The objective of the proposed MMKP based video
streaming is to choosel sub streams, where a sub streaml
includes layerL and all layers below it such that the total
average quality across the video streams is maximized
subject to the client-side resource constraints. Each sub
stream has an associated Bit Rate (bsl), Quality (PSNR)
(qsl) and Shape Energy (esl). Let the amount of available
resources be R = (R1,R2, . . . ,Rm). As a simple case, we
choose two resource constraints namelyR1 = maximum
capacity of network bandwidth, denoted byB and R2 =
maximum shape energy of hand sign gestures, denoted by
E that can be sought from the hand sign gesture database
which contains the shape energy of each and every
gesture. The same is available both on the sender as well
as the receiver side. At the sender side, this is used for
layering purpose and on the receiving side this is used for
recognizing the hand gesture.

We show that the problem of selecting the sub streams
is equivalent to the NP-hard Multi-dimensional
Multiple-choice Knapsack Problem.

The Multidimensional Multiple-choice Knapsack
Problem (MMKP) is a variant of the classical 0−1 KP as
indicated: Let there ben groups of items. Groupi hasl i
items. Each item of the group has a particular value and it
requiresm resources. The objective of MMKP is to pick
exactly one item from each group for maximum total
value of the collected items, subject tom resource
constraints of the knapsack. In mathematical notation, let
vi j be the value of thejth item of the ith group, ¯r i j =
(r i j 1, r i j 2, . . . , r i jm) be the required resource vector for the
jth item of theith group, andR̄ = (R1,R2, . . . ,Rm) be the
resource bound of the knapsack.

Formally, MMKP is expressed as follows:(specified in
equations5 through 13)

Vmax = Maximize,

n

∑
i=1

l i

∑
j=1

xi j vi j ; i = 1,2, . . . ,n; j = 1,2, . . . , l i (5)

such that

n

∑
i=1

l i

∑
j=1

xi j r i jk ≤ Rk;k= 1,2, . . . ,m. (6)

n

∑
i=1

xi j = 1 (7)

xi j ∈ 0,1 (8)

Consequently, our problem is to determine

Maximize,
S

∑
s=1

L

∑
l=1

xslqsl;s= 1,2, . . . ,S; l = 1,2, . . . ,L. (9)
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Subject to,
S

∑
s=1

L

∑
l=1

xslbsl ≤ B (10)

S

∑
s=1

L

∑
l=1

xslesl ≤ E (11)

L

∑
l=1

xsl = 1 (12)

xsl ∈ 0,1 (13)

Herexsl is either 0 or 1. 0 implies a layerl of streams is
not picked and 1 implying layerl of streamsbeing picked.
Table1 list the symbols used.

Table 1: Table of Symbols

Symbols Description
S Number of Streams
s Scalable Video Streams
L Number of layers
l Substream
qsl PSNR of substreamsl
bsl Bit rate of substreamsl
esl Shape Energy of substreamsl
xsl 0 or 1

Here we present our heuristic for substream scaling
over wireless networks.

4.1.1 Concepts:

a) Quantity:A quantity is a parameter, quality metric, or
any other quantified aspect. It is represented as a setQ
with a partial order4 Q that denotes preferred values
(lower values being preferred). The subscript is dropped
when clear from the context. If4 Q is total, the quantity
is basic. For example, resource costsr1 and r2 are taken
from finite intervals of non-negative natural numbers that
form two basic quantities with the usual total order≤;
value v is taken from the basic quantity of the natural
numbers IN with total order≥ as the preference.

In our context quantity is the tuple consisting of
PSNR (v=Quality), Resource Constraint 1
(r1=Bandwidth), Resource Constraint 2 (r2=Shape
energy).

b) Configuration Space:A configuration spaceS is
the Cartesian productQ1, . . . ,Qn of a finite number ofn
quantities; a configuration̄l = (l1, . . . , ln) is an element of
such a space, wherēl Qk may be used to denotelk.
Groups of layers are captured as configuration sets. The
selection of items (substreams) from different groups
results in a combined value (PSNR) and resource cost that

can be captured by element-wise addition on the
configurations representing the items. Such combinations
of items are again configurations. These configurations
provide partial solution candidates. All possible
combinations of configurations from two configuration
sets (items or partial solutions) can be captured by taking
a tensor product⊗. Tensor product is defined as follows:
L1⊗ L2 = l̄1 + l̄2 | l̄1 ∈ L1; l̄2 ∈ L2, for configuration sets
L1 andL2, with + denoting the element-wise addition on
configurations.

c) Dominance relation:A dominance relationS1 6 S2
on configuration spaceS defines preference among
configurations. If l̄1; l̄2 ∈ S, then l̄1 4 l̄2 iff for every
quantityQk, the k-th component ofS,l̄1Qk 4 Qk l̄2(Qk). If
l̄1 4 l̄2, l̄1 then dominates̄l2, expressing that̄l1 is in all
aspects at least as good asl̄2. Dominance is reflexive, i.e.,
a configuration dominates itself. The irreflexive strict
dominance relation is denoted as≺.

d) Pareto points:A configuration is a Pareto point of
a configuration set iff it is not strictly dominated by any
other configuration. Configuration setL is Pareto minimal
iff it contains only Pareto points, i.e., for anȳl1; l̄1 ∈ L,
l̄1 ⊀ l̄1.

4.1.2 A MMKP based Pareto Minimization Heuristic for
Substream Scaling (MPMHSS):

We start with finding a feasible solution by devising a
heuristic which uses the concepts of Pareto minimization
[44], calculating fractional solutions and iteratively
combining them to find a final feasible solution.
Fractional solutions are found in order to minimize the
time and space complexity. Our heuristic approach
provides a computational efficiency of
O(M(max(MmaxlogMmax,M3))).The Pseudo code for
MPMHSS is presented in Algorithm1.

Lines 1 to 3 finds Pareto points in each configuration
set, as dominated configurations cannot contribute to an
optimal solution. A for-loop applies the Pareto-algebraic
min operation. For implementing the above minimization
procedure, we slightly modify the Melkman’s convex hull
algorithm to linear time such that the vertices appear in
counter clockwise order around the convex hull at any
stage of the algorithm.

Line 4 adds aggregate resource costs to each
configuration. Aggregate resource [45] is a projection of
the resource vector on current resource usage vector. The
main idea is to penalize the not yet picked items
depending on the current resource state. The aggregate
resource required by itemi is computed as shown in
equations14and 15:

ai = (r1c1+ r2c2+ · · ·+ rmcm)/|c| (14)

= r i .c/|c| (15)
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Algorithm 1: Pseudocode for MPMHSS
Input: S, Vector of configuration set,b, Vector of bounds
Output: result, a maximum value of configuration which

is a solution to the MMKP instance.
1 begin

// Keep only Pareto points

2 forall the l i ∈ S do min li do ;
3 ;

// Manipulate all configurations with aggregate resource usage

4 forall the l i ∈ S do Concat(li , aru) do ;
5 ;

// Initialize rs with first configuration setS[1] ∈ S

6 rs= S[1] ∈ S;
7 S∗= S−S[1];

// Iterate over all configuration sets

8 forall the Lx ∈ S∗ do
// Partial solutions to be combined with configurations from

Lx

9 Lps= rs;
// Select atmostN partial solutions depending on the

aggregate resource function and atmostN configurations

from Lx

10 Lps= SelectPS(Lps,N);
11 Lx = SelectPS(Lx,N);

// Initialize the resultant configuration setrs

12 rs= φ ;
// Iterate over all configurations

13 forall the l i ∈ Lps do
14 forall the l j ∈ Lx do

// Compute the tensor product ofLps andLx

15 l̄ = l i⊗ l j ;
// Computel ′ the candidate set of feasible

solutions by enforcing the resource bounds

16 If feasible (‘l ’, b̄) then// Minimize the

resultant set

// Check whether the current configuration ‘l ’ is

dominated

17 dominated=false// Iterate over all

configurations so far in the result set

18 forall the l̄ ′ ∈ rs do
// Check if configuration̄l ′ of resultant set

rs is dominated; if so remove it

19 if l ′ ≺ l̄ ′ then rs= rs\{l ′} then
// Check if configurationl ′ is itself

dominated; if so, stop further

minimization

20 else
21 If l̄ ′ ≺ l ′ then dominated = true

break
22 end
23 ;
24 end

// Add configurationl ′ to the result set if not

dominated

25 If not dominated thenrs= rs∪ l ′;
26 end
27 end
28 end
29 result= max(rs);
30 Returnresult ;
31 end

Where c = (c1,c2, . . . ,cm) is the current resource usage
vector,r i = (r1, r2, . . . , rm) is the resource requirement of
item i.

Lines 6 & 7 does the initialization for the
compositional computations. During the compositional
steps, a configuration setLps of partial solutions is
maintained. This set is initialized withS[1],the first
configuration set in vectorS, which is removed from the
vector of configurations subsequently.

Lines 8 to 28 implement the compositional steps. It
iterates over the list of remaining configuration sets. In
each iteration, it performs the following actions.

Line 9: Initializes the setLps with the resultant set
rs which contains the partial solutions obtained from the
previous iterations.

Lines 10 & 11: Procedure SelectPS selects
(atmost)N partial solutions from configuration setLps
and atmostN configurations from configuration setLx are
selected.

Line 12: Clear the resultant setrs for storing the
new partial solutions which is computed through lines 13
and 28.

Lines 13 to 28: Iterate over all configurations.
Line 15 takes the tensor product ofLps andLx.
Line 16 checks feasibility of newly created

configurations, enforcing the resource constraints. i.e, the
item with maximum value per unit of aggregate resource
vi/ai among the not yet picked item is picked.

Lines 17 to 28 check whether any compound
configurations in the result set that were Pareto points so
far are dominated by the new compound configuration , or
whether the new configuration is itself dominated. If not
dominated, adds the new configuration to the result set.

Lines 29 & 30: rs contains feasible Pareto-optimal
configurations that are all solution candidates. Any
maximal-value configuration among these candidates is
typically already a good solution.

4.2 Substream Scheduling:

Once the substreams are selected, we have to schedule the
transmission of packets on the wireless medium
according to their substream QoS specifications and
priorities. Depending on the channel conditions, a
substream might be dropped for a period of time in order
to accommodate higher-priority substreams. Thus, a
scheduler provides a scaling function as well; however, its
scaling function is a result of its scheduling function.

Multicast Broadcast Services (MBS) is defined as a
service available in broadband wireless networks, when
multiple Mobile Stations (MS) connected to a Base
Station (BS) receive the same information or when
multiple BSs transmit the same information. In fact, this
allows in resource saving as a single radio pipe may be
allocated for all users registered to the same service
instead of allocating as many pipes as there are users.This
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is of particular interest for video conferencing
applications where, at the same time, several users under
the same coverage area are connected to the same service.
Each selected substream is to be broadcast using MBS to
a group of MS. At the BS, the MBS module allocates a
fixed-size data area in the download section of each TDD
frame. A scheduling window is composed of a number of
MBS data areas, the data rates can be assumed to be
constant during a scheduling window, but varying across
scheduling windows. Data from the video streams are to
be allocated to the MBS areas in the scheduling window.
Due to the variable bit rate (VBR) nature of the video
streams, the aggregate data rates may exceed the
broadcast channel capacity. Hence, in each scheduling
window, we need to decide which layers to send for each
stream for which we devise a Modified Dynamic
Multilevel Priority packet scheduling heuristic subject to
the following constraints.,

1. Any selected sub streaml , which includes layerL
and all layers below it, must fit into the MBS area in the
current scheduling window.

2. The base layer of each stream must be transmitted
to guarantee a basic service level agreement.

4.2.1 Modified Dynamic Multilevel Priority packet
scheduling:

In wireless networks, especially for real time applications,
efforts to reduce end to end transmission delay must be
considered. Though various packet scheduling algorithms
are available [46,47] it is more important to assure the
delivery of various types of packets depending upon the
priority. We therefore propose a modified version of the
Dynamic Multilevel Priority (DMP) packet scheduling [4]
called MDMP (Modified Dynamic Multilevel Priority)
packet scheduling. The pseudocode for the same is
presented in Algorithm2.

In MDMP, two types of priority queues are
maintained. Base layer streams are placed at the highest
priority (priority 0) queue, enhancement layer streams are
placed in the subsequent priority ‘1’ to priority ‘n’ queues
as in lines 4-15. It should be noted that at any instance, all
the queues should contain a base layer and its
corresponding enhancement layers. To enforce this, a
sliding window is assumed which is formed by one base
layer (L0) and its corresponding enhancement layers (Li)
as indicated in line 3. After allocating the streams to the
MBS areas from the first subsequence containing the base
layer (L0) and its corresponding enhancement layers (Li)
from the window, subsequently, the window slides to
process the next subsequence as indicated in lines 2-3.

Thus, scheduling has two phases: (i) allocating layers
among different queues based on the priority of the
layers, (ii) allocating streams to MBS areas.All the
packets are sent in a non-preemptive fashion and the
current available bandwidth is assumed to be greater than
the data rate of the base layer packets and the

enhancement layer packets are sent till enough bandwidth
is available as in lines 16-24.

Algorithm 2: Pseudocode for MDMP Packet
Scheduling

Input: A sliding window (SW) formed by one base layer
(L0) and its corresponding enhancement layers
(Li),

Q[pr], the priority queue,
D, the data rate of the MBS data area,
n, the number of enhancement layers,
r0, data rate of the base layer,
rk, the data rate of the enhancement layerk, Vt , the video
sequence
Output: Packets sent through the network

1 begin
2 forall the L ∈Vt do

// Repeat for all subsequences of a video

3 SW= L; // Clear the queue

4 forall the j ← 0 to ndo ;
5 ;
6 Q[pr j ] = null; // Queue the layers according to

priorities

7 forall the i← 0 to ndo
8 if type(Li) = Base layerthen
9 placeLi in Q[pri ];

// L0 is placed inQ[pr0]

10 else
11 if type (Li) = Enhancement layeri then
12 placeLi in Q[pri ]
13 end
14 ;
15 end
16 AllocateQ[pr1] to MBS data area;

// Send the base layer

17 D = D− r0;
// Calculate the remaining bandwidth

// Transmit enhancement layers till enough bandwidth is

available

18 for k← 1 to ndo
19 select packet fromprk queue;
20 if rk < D then
21 allocate packet to MBS data area;
22 D = D− rk;
23 else
24 break
25 end
26 ;
27 end
28 end
29 end
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5 Complexity Analysis:

5.1 Run-time complexity of MPMHSS:

The running time of MPMHSS is typically dominated by
the compositional part of the heuristic. Therefore we limit
our analysis to the compositional part of MPMHSS.The
first part up to line 6 of the heuristic is ignored as this
does not really contribute in any significant way to the
run- time.

Assume we haveM configuration sets in input vector
S and that Mmax is the maximum number of
configurations in any of the sets inS. The complexity of
each step in the compositional part is dependent on the
number of configurations in the considered configuration
sets (Lps andLx) as well as on the parameterN.

The size of this configuration set isM = |L1×L2|; the
worst-case size of the result set is alsoM2 (when all
compound configurations are Pareto points).The
worst-case complexity of lines 13 to 28 is therefore
O(M), i.e., linear in terms of the size of the set to be
minimized, which is exactly the complexity of the
modified Melkman’s convex hull [48]. Note that the size
of any of the intermediateLps results is bounded byN2,
because in the worst case allM configurations in the
product computed in lines 13 to 28 might be
Pareto-optimal.

The two executions of SelectPS in every iteration of
the loop in lines 10 & 11 of MPMHSS each require a
sorting of the configuration set and a rehearse of the result
to selectM configurations. Therefore, given that the size
of Lps may beM and that the size ofLx is at mostMmax,
the complexity of these two reductions isO(MlogM) and
O(MmaxlogMmax).

Since the tensor product computed by the line 15 is
O(M2), the complexity of the minimization procedure
(lines 18-24) isO(M),the overall complexity of lines 13
to 28 isO(M3).

Since M − 1 compositional steps are involved in
MPMHSS, the compositional part has an overall
complexity ofO(M(max(MmaxlogMmax,M3))) or O(M4).

5.2 Run-time complexity of MDMP:

Lines 3-6 perform only initialization and therefore
analysis is limited to the compositional part as this half
has no significance to the run-time. The complexity for
queuing the layers (Lines 7-15) according to priorities is
O(n) wheren is the number of enhancement layers. The
worst case complexity for transmitting the enhancement
layers assuming all the enhancement layers can be fit into
the available bandwidth isO(n).Therefore the overall
complexity isO(n) linear time for a video subsequence.

5.3 Overall complexity of the system:

Combining both MPMHSS and MDMP, the overall
complexity of the system is given by equation16 for a
particular subsequence.

O(M4)+O(n) (16)

6 Results and Discussion:

This section provides the details of our simulation setup
and results. We use this setup to evaluate the effectiveness
of our proposed heuristics (MPMHSS and MDMP).

6.1 Simulation Setup

A video conferencing setup is implemented over our own
point-to-point WiMAX multimedia broadcast simulator
based on Sharangi et al., [49] and evaluated our heuristics
in it using actual layered video traces. We developed our
own Sign language recognition system based on
Qutaishat Munib et al. [50] and a speech synthesizer
using TTS (Text to speech software) as part of the video
conferencing system to evaluate our framework.

For generating the video traffic we use sign gesture
video files from the help of gesture database [51]. This
video database consists of 800 videos. Each video
represents a gesture of the American Sign Language
(ASL).

Fig. 3, presents one in every 5 frames of the “against”
word. Fig. 4 shows the second derivative of the shape
energy and Fig.5. shows the respective key-frames.The
salient parts of the shots i.e., the
2,7,11,14,24,32,37,39,56,57 frame indices which are
detected as key-frames,form the base layer.The
enhancement layers are formed by grouping the
remaining frames with respect to the above key-frames.
For each group, the two frames which have the highest
shape energy are selected for further decomposition. This
process is repeated until the required number of
enhancement layers is attained. It is therefore evident that
the frame transmission is by all means adaptable to the
network channel capacity and the variations in the
characteristics of the same.

The layered video traffic is now streamed through the
WiMAX broadcast simulator. The simulation parameters
are specified in Table2.

The reconstructed video at the receiving end is passed
through the sign language recognition system which uses
filtering, skin color detection, and hand-postures-contours
comparison algorithms for detecting face and hand
regions, and a systematic process of principal component
analysis along with Sober edge detection for identifying
the hand gestures. To recognize the sign gestures, Hough
transform and Feed Forward back propagation network is
used. Results of the system are shown in Fig.6. And
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Fig. 3: Frames of the Video Sequence “Against” at
intervals of 5

Fig. 4: Second Derivative Zernike Moments of the Video
Sequence “Against”

Fig. 5: Key Frames Identified by Finding the Local
Maxima of the Zernike Moment

finally we use the Verbose Text to speech software to
convert the resultant text to speech.

6.2 Performance Analysis:

The performance of the system is analyzed under various
circumstances with respect to the video quality using two
different metrics viz., PSNR (Peak Signal to Noise Ratio)
and Recognition Rate. We also evaluate the resource
utilization of our heuristics in terms of the scheduling
window capacity used.

Table 2: WiMAX Simulation parameters

Parameter Values
Modulation Scheme 16-QAM
Coding Scheme 3/4 convolution turbo coding
Channel 10MHz TDD channel
TDD frame size 5 ms
No. of TDD frames 200
MBS data area 50 KB
Broadcast channel
bandwidth

10 Mbps

Fig. 6: Output of Sign Language Recognition System for
the video “against”

6.2.1 Video Quality with respect to PSNR:

Several objective image and distortion/quality metrics
have been identified in literature [52].We choose PSNR as
the objective metric despite the fact that it only provides
an approximate measure of the quality as subjectively
perceived by human observers [53],because, it is simple
to calculate and has clear physical meanings. PSNR is
mathematically expressed as specified in equations17
and 18:

PSNR= 20log10(MAXI/
√

MSE) (17)

where,

MSE=
1

mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)−K(i, j)]2 (18)

MAXI is the maximum possible pixel value of the image,
e.g., when the pixels are represented using 8 bits per
sample,MAXI is 255.

We analyze the performance of the framework in
terms of video quality in two different experiments, one
by varying the number of streams and the other by the
scheduling window capacity.

We measure the video quality of the system by
computing PSNR of the streamed video over the network
after application of our heuristics for both experiments.
Figures7 to 11 show the results of the PSNR computed
for a fixed scheduling window size of 1 sec with the
number of streams varying from 10 to 50 for the against,
cake, explore, role and table video sequences respectively.
We restrict the number of scheduling instances to 100.
Fig. 12 to 16 show the individual video qualities for the
against, cake, explore, role and table video sequences
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respectively for a fixed number of streams of 20 and a
varying scheduling window capacity of 1 to 10
sec.Results of both the experiments indicate that the
proposed heuristics scales well when the number of
streams increase and the quality improves as the
scheduling window grows.

Fig. 7: Video Quality Analysis-Against

Fig. 8: Video Quality Analysis-Cake

6.2.2 Video Quality with respect to Gesture Recognition:

Several objective and subjective metrics have been
identified for gesture recognition. Here we adopt the
commonly used Recognition rate and the Likert Score.
Recognition Rate provides an objective measure of the
video quality whereas Likert score is a subjective metric.
The Likert scoring process is performed by choosing 25
randomly-selected persons, and responses are based on a

Fig. 9: Video Quality Analysis-Explore

Fig. 10: Video Quality Analysis-Role

Fig. 11: Video Quality Analysis-Table

7-point Likert scales ranging from 1 -meaning strongly
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Fig. 12: Video Quality Analysis-Against

Fig. 13: Video Quality Analysis-Cake

Fig. 14: Video Quality Analysis-Explore

disagree to 7-meaning strongly agree. The valuing is
performed considering visual and action effects.For each

Fig. 15: Video Quality Analysis-Role

Fig. 16: Video Quality Analysis-Table

video sequence, the mean score of all 25 subjects is
projected into a range [0, 1]. Despite it is well known that
Recognition Rate only provides an approximate measure
of the quality as subjectively perceived by human
observers, it is widely used because it is simple to
calculate and has clear physical meanings, which is
defined as the ratio of the number of correctly classified
samples to the total number of samples as shown in
equation19,

Recognition Rate=
Number of correctly classified signs

Total number of signs

∗100
(19)

The performance of our system was evaluated by testing
its ability to classify signs for both the sender side and the
receiver side as shown in Tables3 and 4. At the sender
side recognition of the sign gesture is performed on the
original video and at the receiver side, using the
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reconstructed video. Table3 indicates the results of the
subjective and objective assessment of the captured video
and Table 4 that of the reconstructed video after
application of our heuristics. Results indicate that the
reconstructed video provides a satisfactory recognition
rate.

Table 3: Objective and Subjective Assessment Scores of
Original Video

S.No Videos Objective
Assessment
(Recognition
Rate)

Subjective
Assessment
(Likert
Score)

1 Against 0.8923 0.884
2 Assume 0.8726 0.847
3 Aim 0.8853 0.906
4 Balloon 0.8855 0.903
5 Cake 0.8375 0.895
6 Chair 0.8772 0.884
7 Computer 0.88 0.957
8 Concentrate 0.8792 0.837
9 Cross 0.7632 0.703
10 Deaf 0.8382 0.876
11 Explore 0.7723 0.645
12 Hunt 0.8416 0.868
13 Knife 0.8716 0.868
14 Relay 0.8156 0.864
15 Reverse 0.8644 0.894
16 Role 0.8564 0.841
17 Tell 0.8302 0.879
18 Sad 0.8583 0.877
19 Student 0.8565 0.865
20 Table 0.7966 0.811

Fig. 17: Resource Utilization-Against

Table 4: Objective and Subjective Assessment Scores of
Reconstructed Video

S.No Videos Objective
Assessment
(Recognition
Rate)

Subjective
Assessment
(Likert
Score)

1 Against 0.7321 0.782
2 Assume 0.7211 0.773
3 Aim 0.7215 0.821
4 Balloon 0.7752 0.831
5 Cake 0.7364 0.795
6 Chair 0.7661 0.772
7 Computer 0.77 0.857
8 Concentrate 0.7798 0.724
9 Cross 0.6987 0.603
10 Deaf 0.7281 0.745
11 Explore 0.6713 0.594
12 Hunt 0.7615 0.734
13 Knife 0.7716 0.768
14 Relay 0.7165 0.724
15 Reverse 0.7613 0.724
16 Role 0.7864 0.765
17 Tell 0.7325 0.779
18 Sad 0.7545 0.766
19 Student 0.7454 0.725
20 Table 0.6966 0.713

Fig. 18: Resource Utilization-Cake

6.2.3 Resource Utilization:

The resource utilization of the proposed heuristics is
shown from Fig.17 to Fig. 21 for different scheduling
window capacity sizes. The capacity utilization is
computed as follows: (specified in equation20) If
r0, r1, . . . , rk are the data rates of the chosen layers, then

Capacity Utilization=
Total data sent in the schedule

Total schedulable data
capacity of a scheduling window

(20)
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Fig. 19: Resource Utilization-Explore

Fig. 20: Resource Utilization-Role

Fig. 21: Resource Utilization-Table

The total data sent in the schedule is calculated as∑τ Drk
and the total schedulable data capacity of a scheduling
window is calculated asD ∗F whereF is the number of
MBS areas,D is the data capacity of the MBS areas andτ
denotes the duration of each TDD frame.

From the above observations, we therefore conclude
that our heuristics can support large scale wireless
streaming services and hence is more suitable for gesture
based video conferencing applications.

7 Conclusion:

A framework using a Bandwidth Aware Gesture Based
Layered (BAGBL) approach is proposed for catering the
bandwidth requirements of video conferencing
applications. We used an adaptive algorithm for
extracting the key frames from the gesture video based on
share energy trajectory to provide adaptive content
delivery in time varied networks. We mathematically
analyzed the problem of selecting the optimal sub layers
of the layered video streams under bandwidth constraints
and proposed a pair of new heuristics viz., MPMHSS and
MDMP, one for substream scaling and the other for sub
stream scheduling. Improving video quality at the
subscriber device results in increased user satisfaction and
in turn increases the recognition rate. Our solution can be
used to transmit a larger number of videos at acceptable
levels of quality. This also increases user satisfaction by
offering the user more options in terms of content.
BAGBL provides a versatile and flexible framework that
can be tuned to the problem at hand i.e., this framework
can be applied for other multimodal based real time
applications as well. When tuned towards analysis
efficiency, BAGBL can find good quality solutions in real
time, within a predefined time bound.
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