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Abstract: In this paper, we are dealing with a new type of Baskakov-Szász-Stancu operatorsD (α ,β )
n ( f ,x) defined by (1.4). First

we estimate moments of these operators and also obtain the recurrence relations for the moments. We estimate some approximation
properties and asymptotic formulae for these operators. Inthe last section, we establish some direct results in the polynomial weighted
space of continuous functions defined on the interval[0,∞).
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1 Introduction

For f ∈ C[0,∞), a new type of Baskakov-Szász operators
proposed by Gupta and Srivastava [6] is defined as

Dn( f ,x) = n
∞

∑
k=0

pn,k(x)
∫ ∞

0
sn,k(t) f (t)dt, x∈ [0,∞) (1)

where pn,k(x) =

(

n+ k−1
k

)

xk

(1+ x)n+k and

sn,k(t) = e−nt (nt)k

k!
.

In [21] Stancu introduced the following generalization of
Bernstein polynomials

Sα
n ( f ,x) =

n

∑
k=0

f

(

k
n

)

Pk
n,α(x), 0≤ x≤ 1, (2)

wherePk
n,α(x) =

(

n
k

)

∏k−1
s=0(x+αs)∏n−k−1

s=0 (1− x+αs)

∏n−1
s=0(1+αs)

.

We get the classical Bernstein polynomials by putting
α = 0. Starting with two parameterα,β satisfying the
condition 0≤ α ≤ β in 1983, the other generalization of
Stancu operators was given in [22] and studied the linear

positive operatorsSα ,β
n : C[0,1] → C[0,1] defined for any

f ∈C[0,1] as follows:

Sα ,β
n ( f ,x) =

n

∑
k=0

pn,k(x) f

(

k+α
n+β

)

, 0≤ x≤ 1, (3)

where pn,k(x) =

(

n
k

)

xk(1− x)n−k is the Bernstein basis

function(cf. [2]).
Recently, Ibrahim [7] introduced Stancu-Chlodowsky

polynomial and investigated convergence and
approximation properties of these operators. Motivated by
such type of operators we introduce Stancu type
generalization of the Baskakov-Sz ´asz operators (1) as
follows:

D
(α ,β )
n ( f ,x) = n

∞

∑
k=0

pn,k(x)
∫ ∞

0
sn,k(t) f

(

nt+α
n+β

)

dt,

(4)
where pn,k(x) and sn,k(t) defined as same in (1). The

operators D
(α ,β )
n ( f ,x) in (4) are called

Baskakov-Sz ´asz-Stancu operators. Forα = 0,β = 0 the
operators (4) reduce to the operators (1).
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We know that

∞

∑
k=0

pn,k(x) = 1,
∫ ∞

0
pn,k(x) dx=

1
n−1

,

∞

∑
k=0

sn,k(t) = 1,
∫ ∞

0
sn,k(t) dt =

1
n
.

In [16] Moghaddam and Aghili presented a numerical
method for solving LNFODE (Linear Non-homogeneous
Fractional Ordinary Differential Equation). The method
presented is based on Bernstein polynomials
approximation.

The aim of the present paper is to study some direct
results in terms of the modulus of continuity of second
order. We estimate moments for these operators and
obtain the recurrence relation for moments. Also, we
study direct theorem, Voronovskaja type asymptotic
formula and weighted approximation properties for
operators (4).

2 Basic Results

Lemma 1. For Dn(tm;x), m= 0,1,2, we have

Dn(1,x) = 1, Dn(t,x) =
nx+1

n
,

Dn(t
2,x) =

1
n2 [n(n+1)x2+4nx+2].

Lemma 2. The following equalities hold:

D
(α ,β )
n (1,x) = 1, D

(α ,β )
n (t,x) =

nx+1+α
n+β

,

D
(α ,β )
n (t2,x) = n(n+1)x2

(n+β )2 + (4n+2nα)x
(n+β )2 + (2+2α+α2)

(n+β )2 .

Proof.We observe that,

D
(α ,β )
n (1,x) = Dn(1,x) = 1.

D
(α ,β )
n (t,x) =

n
n+β

Dn(t,x)+
α

n+β
Dn(1,x)

=
n

n+β

(

nx+1
n

)

+
α

n+β

=
nx+1+α

n+β
.

and

D
(α ,β )
n (t2,x) =

n2

(n+β )2Dn(t
2,x)+

2nα
(n+β )2Dn(t,x)

+
α2

(n+β )2Dn(1,x)

=
n2

(n+β )2

[

n(n+1)x2+4nx+2
n2

]

+
2nα

(n+β )2

(

nx+1
n

)

+
α2

(n+β )2

=
n(n+1)
(n+β )2x2+

(4n+2nα)

(n+β )2 x

+
(2+2α +α2)

(n+β )2 .

3 Moments and recurrence relations

Lemma 3. If we define the central moments as

µn,m(x) = D(α ,β )
n ((t −x)m,x)

= n
∞

∑
k=0

pn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

−x

)m

dt,

x∈ [0,∞), m∈ N.

Then,

µn,0(x) = 1, µn,1(x) =
α −βx+1

n+β
,

and for n> m, we have the following recurrence relation:

(n+β )µn,m+1(x) = x(1+ x)[µ ′
n,m(x)+mµn,m−1(x)]

+[m+1+α−βx]µn,m(x)

− m

(

α
n+β

− x

)

µn,m−1(x). (5)

Proof. Taking derivative ofµn,m(x)

µ ′
n,m(x) = −mn

∞

∑
k=0

pn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m−1

dt

+n
∞

∑
k=0

p′n,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

µ ′
n,m(x) = −mµn,m−1(x)+n

∞

∑
k=0

p′n,k(x)

∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt
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usingx(1+ x)p′n,k(x) = (k−nx)pn,k(x), we get

x(1+ x)[µ ′
n,m(x)+mµn,m−1(x)]

= n
∞

∑
k=0

(k−nx)pn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

= n
∞

∑
k=0

kpn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

−n
∞

∑
k=0

nxpn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

= I −nxµn,m(x). (6)

We can write I as

I = n
∞

∑
k=0

kpn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

=

[

n
∞

∑
k=0

pn,k(x)
∫ ∞

0
[k−nt]sn,k(t)

(

nt+α
n+β

− x

)m

dt

+n

(

n
∞

∑
k=0

pn,k(x)
∫ ∞

0
sn,k(t)t

(

nt+α
n+β

− x

)m

dt

)]

= I1+ I2, (say).

To estimate I2 using

t = n+β
n

[(

nt+α
n+β − x

)

−
(

α
n+β − x

)]

, we have

I2 =

[

n
∞

∑
k=0

npn,k(x)
∫ ∞

0
sn,k(t)t

(

nt+α
n+β

− x

)m

dt

]

=
n+β

n
n

[ ∞

∑
k=0

npn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m+1

dt

−
(

α
n+β

− x

) ∞

∑
k=0

npn,k(x)

∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

]

= (n+β )
[

µn,m+1(x)−
(

α
n+β

− x

)

µn,m

]

.

Next to estimate I1 using the equality,
t s′n,k(t) = [k−nt]sn,k(t)

I1 = n
∞

∑
k=0

pn,k(x)
∫ ∞

0
ts′n,k(t)

(

nt+α
n+β

− x

)m

dt,

again puttingt = n+β
n

[(

nt+α
n+β − x

)

−
(

α
n+β − x

)]

, we

get

I1 =
n+β

n

[ ∞

∑
k=0

npn,k(x)
∫ ∞

0
s′n,k(t)

(

nt+α
n+β

− x

)m+1

dt

−
(

α
n+β

− x

)

∞

∑
k=0

npn,k(x)
∫ ∞

0
s′n,k(t)

(

nt+α
n+β

− x

)m

dt

]

.

Now integrating by parts, we get

I1 =
n+β

n

[

− (m+1)
n

n+β

∞

∑
k=0

npn,k(x)

∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m

dt

+
mn

n+β

(

α
n+β

− x

) ∞

∑
k=0

npn,k(x)
∫ ∞

0
sn,k(t)

(

nt+α
n+β

− x

)m−1

dt

]

=

[

− (m+1)µn,m(x)+m

(

α
n+β

− x

)

µn,m−1(x)

]

.

Put the values ofI1 andI2 in I , we get

I =

[

− (m+1)µn,m(x)+m

(

α
n+β

− x

)

µn,m−1(x)

]

+(n+β )
[

µn,m+1(x)−
(

α
n+β

− x

)

µn,m

]

.

Now, put value of I in (6), we get

x(1+x)[µ ′
n,m(x)+mµn,m−1(x)]

=−(m+1)µn,m(x)+m

(

α
n+β

−x

)

µn,m−1(x)

+(n+β )
(

µn,m+1(x)−
(

α
n+β

−x

)

µn,m

)

−nxµn,m(x).

Hence,

(n+β )µn,m+1(x) = x(1+x)[µ ′
n,m(x)+mµn,m−1(x)]

+[m+1+α −βx]µn,m(x)−m

(

α
n+β

−x

)

µn,m−1(x),

which is the required result.

Remark.For α = 0= β the relation (5) reduces to

nµn,m+1(x) = x(1+ x)[µ ′
n,m(x)+mµn,m−1(x)]

+(m+1)µn,m(x)+mxµn,m−1(x).

Lemma 4. For n∈ N, we have

D
(α ,β )
n ((t − x)2,x)≤ (1+β 2)

n+β

[

φ2(x)+
1

n+β

]

,

whereφ(x) =
√

x(1+ x), x∈ [0,∞).
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Proof. Using lemma3 andα ≤ β , we have

D
(α ,β )
n ((t − x)2,x)

=
(n+β 2)

(n+β )2x2+
x(2n−2β −2αβ )

(n+β )2 +
2+2α +α2

(n+β )2

=
(n+β 2)

(n+β )2x2+
(2n−2(1+α)β )

(n+β )2 x+
2(1+α)+α2

(n+β )2

≤ (n+β 2)

(n+β )2x2+
(2n+2β 2)

(n+β )2 x+
1+β 2

(n+β )2

=
(n+β 2)

(n+β )2(x
2+ x)+

1+β 2

(n+β )2 .

Using(n+β 2)≤ (n+β )(1+β 2) for n∈N andβ ≥
0, we get

D
(α ,β )
n ((t − x)2,x)

≤ (n+β )(1+β 2)

(n+β )2 (x2+ x)+
1+β 2

(n+β )2

=
1

(n+β )

[

(n+β )(1+β 2)

(n+β )
(x2+ x)+

1+β 2

(n+β )

]

.

Thus,

D
(α ,β )
n ((t − x)2,x) ≤ (1+β 2)

(n+β )

[

φ2(x)+
1

(n+β )

]

,

which is required.

4 Direct result and asymptotic formula

Let the spaceCB[0,∞) of all continuous and bounded
functions be endowed with the norm
‖ f‖ = sup{| f (x) |: x ∈ [0,∞)}. Further let us consider
the following K-functional:

K2( f ,δ ) = inf
g∈W2

{‖ f −g‖+ δ‖g′′‖}, (7)

whereδ > 0 andW2 = {g∈CB[0,∞) : g′,g′′ ∈CB[0,∞)}.
By the method as given [4], there exists an absolute
constantC> 0 such that

K2( f ,δ ) ≤Cω2( f ,
√

δ ), (8)

where

ω2( f ,
√

δ ) = sup
0<h≤

√
δ

sup
x∈[0,∞)

| f (x+2h)−2 f (x+h)+ f (x) |

(9)
is the second order modulus of smoothness of

f ∈CB[0,∞). Also we set

ω( f ,
√

δ ) = sup
0<h≤

√
δ

sup
x∈[0,∞)

| f (x+h)− f (x) | . (10)

We denote the usual modulus of continuity of
f ∈ CB[0,∞). In what follows we shall use the notations
φ(x) =

√

x(x+1), wherex∈ [0,∞).

Now, we give local approximation theorems for the

operatorsD (α ,β )
n .

Theorem 1. Let f ∈ CB[0,∞). Then, we have following
inequality,

| D (α ,β )
n ( f ,x)− f (x) |≤ ω2

(

f ,
| 1+α −βx |

n+β

)

+Cω2

(

f ,

√

(1+β 2)

n+β

[

φ2(x)+
1

n+β

]

)

,

where C is a positive constant.

Proof. Let us define the auxiliary operatorL
(α ,β )
n by

L
(α ,β )
n ( f ,x)=D

(α ,β )
n ( f ,x)+ f (x)− f

(

x+
1+α −β x

n+β

)

,

(11)
for everyx ∈ [0,∞). The operatorL (α ,β )

n are linear and
preserve the linearity properties:

L
(α ,β )
n (t − x,x) = 0, t ∈ [0,∞). (12)

Let g∈W2 andx, t ∈ [0,∞). By Taylor’s expansion

g(t) = g(x)+g′(x)(t − x)+
∫ t

x
(t −u)g′′(u)du, t ∈ [0,∞).

Applying L
(α ,β )
n on above and using (12), we get

L
(α ,β )
n (g,x) = g(x)+L

(α ,β )
n

(

∫ t

x
(t −u)g′′(u)du,x

)

.

Hence by Lemma (2) one has

| L (α ,β )
n (g,x)−g(x) |≤ L

(α ,β )
n

(
∣

∣

∣

∣

∫ t

x
| t −u | |g′′(u)|du

∣

∣

∣

∣

,x

)

≤ D
(α ,β )
n ((t −x)2,x)‖g′′‖

+

∣

∣

∣

∣

∫

(

x+ 1+α−β x
n+β

)

x

(

x+
1+α −βx

n+β
−u

)

‖g′′‖(u)du

∣

∣

∣

∣

≤
[

(1+β 2)

n+β

(

φ2(x)+
1

n+β

)

+

(

1+α −βx
n+β

)2
]

‖g′′‖

≤
[

6(1+β 2)

n+β

(

φ2(x)+
1

n+β

)]

‖g′′‖.

Since
∣

∣

∣

∣

D
(α ,β )
n ( f ,x)

∣

∣

∣

∣

≤ n∑∞
k=0 pn,k(x)

∫ ∞
0 sn,k(t)

∣

∣

∣

∣

f

(

nt+α
n+β

)∣

∣

∣

∣

dt ≤ ‖ f‖,

(13)
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∣

∣

∣

∣

D
(α ,β )
n ( f ,x)− f (x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

L
(α ,β )
n ( f −g,x)− ( f −g)(x)

∣

∣

∣

∣

+|L (α ,β )
n (g,x)−g(x)

∣

∣

∣

∣

+

∣

∣

∣

∣

(

x+
1+α −βx

n+β

)

− f (x)

∣

∣

∣

∣

≤ 2‖ f −g‖

+
6(1+β 2)

n+β

[

φ2(x)+
1

n+β

]

‖g′′‖

+ω
(

f ,
|α −βx|

n+β

)

.

Taking infimum overallg∈W2, we get

| D (α ,β )
n ( f ,x)− f (x) | ≤ K

(

f ,
(1+β 2)

n+β

[

φ2(x)+
1

n+β

])

+ω2

(

f ,
|1+α −βx|

n+β

)

. (14)

By (8), we get

| D (α ,β )
n ( f ,x)− f (x) | (15)

≤Cω2

(

f ,

√

(1+β 2)

n+β

[

φ2(x)+
1

n+β

]

)

+ω2

(

f ,
|1+α −βx|

n+β

)

, (16)

which proves the theorem.

5 Weighted approximation

Let Bx2[0,∞)={ f : f or every x ∈ [0,∞),
| f (x) |≤ M f (1+ x2), whereM f is a constant depending
on f}. By Cx2[0,∞), we denote subspace of all continuous
functions belonging toBx2[0,∞). Also, letC∗

x2[0,∞) be the

subspace of allf ∈ Cx2[0,∞) for which limx→∞
f (x)

1+x2 is

finite. The norm onC∗
x2[0,∞) is ‖ f‖x2 = supx∈[0,∞)

| f (x)|
1+x2 .

Now, we discuss the weighted approximation
theorem, when the approximation formula holds true on
the interval[0,∞). Several other researchers have studied
in this direction and obtained different approximation
properties of many operators via summability methods
also, we mention some of them as [1], [9]–[15], [17]–
[19] etc.

Theorem 2. For each f∈C∗
x2[0,∞), we have

lim
n→∞

‖D (α ,β )
n ( f ,x)− f (x)‖x2 = 0.

Proof. Using the theorem in [5] and [18] we see that it is
sufficient to verify the following three conditions

lim
n→∞

‖D (α ,β )
n (tr ,x)− xr‖x2 = 0, r = 0,1,2. (17)

Since, D
(α ,β )
n (1,x) = 1, the first condition of (17) is

satisfied forr = 0. Now,

‖D (α ,β )
n (t,x)−x‖x2 = sup

x∈[0,∞)

| D (α ,β )
n (t,x)−x |

1+x2

≤ sup
x∈[0,∞)

∣

∣

∣

∣

nx+α +1
n+β

−x

∣

∣

∣

∣

× 1
1+x2

≤
∣

∣

∣

∣

n
(n+β )

∣

∣

∣

∣

sup
x∈[0,∞)

x

1+x2

+
α +1
n+β

sup
x∈[0,∞)

1
1+x2 − sup

x∈[0,∞)

x
1+x2

→ 0 as n→ ∞.

Therefore, condition (17) holds forr = 1.

Similarly, we can write

‖D (α ,β )
n (t2,x)− x2‖x2 = sup

x∈[0,∞)

| D (α ,β )
n (t2,x)− x2 |

1+ x2

≤
(

n(n+1)
(n+β )2 −1

)

sup
x∈[0,∞)

x2

1+ x2

+
2n(α +2)
(n+β )2 sup

x∈[0,∞)

x
1+ x2 +

2+2α +α2

(n+β )2 sup
x∈[0,∞)

1
1+ x2

≤ n(1−2β )−β 2

(n+β )2 +
2n(α +2)
(n+β )2 +

2+2α +α2

(n+β )2 ,

which implies that‖D (α ,β )
n (t2,x)− x2‖x2 → 0 asn → ∞.

Thus the proof is completed.

We give the following theorem to approximate all
functions inCx2[0,∞). This types of results are given in
[5] for locally integrable functions.

Theorem 3. For each f∈ Cx2[0,∞) and ξ > 0, we have

lim
n→∞

sup
x∈[0,∞)

|D (α,β)
n ( f ,x)− f (x)|
(1+x2)1+ξ = 0.

Proof. For any fixedx0 > 0,

sup
x∈[0,∞)

| D (α ,β )
n ( f ,x)− f (x) |
(1+ x2)1+ξ ≤

sup
x≤x0

| D (α ,β )
n ( f ,x)− f (x) |
(1+ x2)1+ξ + sup

x≥x0

| D (α ,β )
n ( f ,x)− f (x) |
(1+ x2)1+ξ

≤ ‖D (α ,β )
n ( f )− f‖C[0,x0]

+‖ f‖x2 sup
x≥x0

| D (α ,β )
n (1+ t2,x) |
(1+ x2)1+ξ + sup

x≥x0

| f (x) |
(1+ x2)1+ξ .
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The first term of the above inequality tends to zero from
Theorem 2 of [20]. By Lemma4 for any fixedx0 > 0 it

is easily seen that supx≥x0

|D (α,β)
n (1+t2,x)|
(1+x2)1+ξ tends to zero as

n→ ∞. We can choosex0 > 0 so large that the last part of
the above inequality can be made small enough. Thus the
proof is completed.

6 Voronovskaja type theorem

In this section we establish a Voronovskaja type

asymptotic formula for the operatorsD
(α ,β )
n .

Lemma 5. For every x∈ [0,∞), we have

lim
n→∞

nD
(α ,β )
n (t − x,x) = (1+α −βx), (18)

lim
n→∞

nD
(α ,β )
n ((t − x)2,x) = x(2+ x). (19)

Theorem 4. If any f ∈ Cx2[0,∞) such that
f ′, f ′′ ∈Cx2[0,∞) and x∈ [0,∞) then, we have

lim
n→∞

n(D (α ,β )
n ( f ,x)− f (x)) = (1+α −βx) f ′(x)

+
x(2+ x)

2
f ′′(x),

for every x≥ 0.

Proof. Let f , f ′, f ′′ ∈Cx2[0,∞) andx∈ [0,∞). By Taylor’s
expansion we can write

f (t)= f (x)+ f ′(x)(t−x)+
1
2!

f ′′(x)(t−x)2+r(x, t)(t−x)2,

(20)
where r(t,x) is Peano form of the remainder,

r(·,x) ∈ C∗
x2[0,∞) and lim

t→x
r(t,x) = 0. Applying D

(α ,β )
n to

above, we obtain

n[D (α ,β )
n ( f ,x)− f (x)] = f ′(x)nD

(α ,β )
n (t − x,x)

+
n
2!

f ′′(x)D (α ,β )
n ((t − x)2,x)

+nD
(α ,β )
n (r(t,x)(t − x)2,x).

By Cauchy-Schwarz inequality, we have

D
(α ,β )
n (r(t,x)(t − x)2,x)≤
√

D
(α ,β )
n (r2(t,x),x)

√

D
(α ,β )
n ((t − x)4,x). (21)

We observe thatr2(x,x) = 0 andr2(·,x) ∈Cx2[0,∞). Then,
we have

lim
n→∞

nD
(α ,β )
n (r2(t,x),x) = r2(x,x) = 0, (22)

uniformly with respect tox ∈ [0,A], whereA > 0. Now
from (21) and (22) and Lemma5, we obtain

lim
n→∞

nD
(α ,β )
n (r(t,x)(t − x)2,x) = 0.

Hence,

lim
n→∞

n[D (α ,β )
n ( f ,x)− f (x)]

= lim
n→∞

(

f ′(x)nD
(α ,β )
n (t −x,x)+

n
2

f ′′(x)D (α ,β )
n ((t −x)2,x)

+nD
(α ,β )
n (r(t,x)(t −x)2,x)

)

= (1+α −βx) f ′(x)+x(x+2)/2 f ′′(x),

which completes the proof.

7 Better estimation

It is well know that the operators preserve constant as
well as linear functions. To make the convergence faster,
King [8] proposed an approach to modify the classical
Bernstein polynomials, so that this sequence preserves
two test functionse0 ande1. After this several researchers
have studied that many approximating operatorsL,
possess these properties i.e.L(ei ,x) = ei(x) where
ei(x) = xi(i = 0,1), for examples Bernstein, Baskakov
and Baskakov-Durrmeyer-Stancu operators.
In 2012 [3] Braica et al. find some properties of a
King-type operator and gave an approximation theorem
and a Voronovskaja type theorem for this operator.

As the operatorsD (α ,β )
n introduced in (4) preserve

only the constant functions so further modification of said
operators is proposed to be made so that the modified
operators preserve the constant as well as linear functions,

for this purpose the modification ofD
(α ,β )
n as follows:

D
∗(α ,β )
n ( f ,x) = n

∞

∑
k=0

pn,k(rn(x))
∫ ∞

0
sn,k(t) f

(

nt+α
n+β

)

dt,

(23)

wherern(x) =
(n+β )x−(α+1)

n andx∈ In =

[

α+1
n+β ,∞

)

.

Lemma 6. For each x∈ In, we have

D
∗(α ,β )

n (1,x) = 1,

D
∗(α ,β )

n (t,x) = x,

D
∗(α ,β )

n (t2,x) =

(

(n+1)
n

)

x2+

(

2[n− (α +1)]
n(n+β )

)

x

+

{

(n+1)
n

(α +1)2

(n+β )2

− (4+2α)(α +1)
(n+β )2 +

(2+2α +α2)

(n+β )2

}

.
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Fig. 1: Curves for f (x) = x2, D
(0.5,5)
n (t2,x), D

(10,20)
n (t2,x),

D
(50,100)
n (t2,x), D

(100,500)
n (t2,x) at n= 500.
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Fig. 2: Curves for f (x) = x2, D
∗(0.5,5)
n (t2,x), D

∗(10,20)
n (t2,x),

D
∗(50,100)
n (t2,x), D

∗(100,500)
n (t2,x) at n= 500.

Lemma 7. For x∈ In, the following holds,

µ̃n,1(x) = D
∗(α ,β )

n (t − x,x) = 0,

µ̃n,2(x) = D
∗(α ,β )

n ((t −x)2,x) =

(

1
n

)

x2+

(

2[n− (α +1)]
n(n+β )

)

x

+

{

(n+1)
n

(α +1)2

(n+β )2
− (4+2α)(α +1)

(n+β )2

+
(2+2α +α2)

(n+β )2

}

.

Theorem 5. Let f ∈CB(In), x∈ In. Then, for n> 1, there
exist an absolute constant C> 0 such that

∣

∣

∣

∣

D
∗(α ,β )

n ( f ,x)− f (x)

∣

∣

∣

∣

≤Cω2

(

f ,
√

µ̃n,2(x)

)

.

Proof. Let g∈CB(In) andx, t ∈ In. By Taylor’s expansion
we have

g(t) = g(x)+ (t− x)g′(x)+
∫ t

x
(t −u)g′′(u)du. (24)

Applying D∗(α ,β )
n on (24), we get

D
∗(α ,β )

n (g,x)−g(x) = g′(x)D∗(α ,β )
n ((t − x),x)

+D
∗(α ,β )
n

(

∫ t

x
(t −u)g′′(u)du,x

)

.

Obviously, we have

∣

∣

∣

∣

∫ t

x
(t − x)g′′(u)du

∣

∣

∣

∣

≤ (t − x)2‖g′′‖,

∣

∣

∣

∣

D
∗(α ,β )

n (g,x)−g(x)

∣

∣

∣

∣

≤D
∗(α ,β )
n ((t−x)2,x)‖g′′‖= µ̃n,2‖g′′‖.

Since

∣

∣

∣

∣

D∗(α ,β )
n ( f ,x)

∣

∣

∣

∣

≤ ‖ f‖,

∣

∣

∣

∣

D
∗(α ,β )

n ( f ,x)− f (x)

∣

∣

∣

∣

≤
∣

∣

∣

∣

D
∗(α ,β )

n ( f −g,x)− ( f −g)(x)

∣

∣

∣

∣

+

∣

∣

∣

∣

D
∗(α ,β )

n (g,x)−g(x)

∣

∣

∣

∣

≤ 2‖ f −g‖+ µ̃n,2‖g′′‖.

Taking infimum overallg∈C2(In), we obtain
∣

∣

∣

∣

D
∗(α ,β )

n ( f ,x)− f (x)

∣

∣

∣

∣

≤ K2( f , µ̃n,2).

By (8), we have

∣

∣

∣

∣

D
∗(α ,β )

n ( f ,x)− f (x)

∣

∣

∣

∣

≤Cω2

(

f ,
√

µ̃n,2

)

,

which proves the theorem.

Theorem 6. For any f ∈ C∗
x2(In) such that

f ′, f ′′ ∈C∗
x2(In), we have

lim
n→∞

n

[

D
∗(α ,β )

n ( f ,x)− f (x)

]

= (x(x+2)/2) f ′′(x)

for every x∈ In.

Proof: The proof of above Theorem is in similar manner
as Theorem4.
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fondée sur le calcul de probabilités, Commun. Soc. Math.
Kharkow 13 (2) 1–2 (1912–1913).

[3] P.I. Braica, O. T. Pop and A. D. Indrea, About a King-type
operator, Appl. Math. Inf. Sci. 6, No. 1, 145–148 (2012).

[4] R.A. DeVore and G.G. Lorentz, Constructive Approximation,
Springer, Berlin, (1993).

[5] A.D. Gadzhiev, Theorems of the type of P. P. Korovkin type
theorems, Math. Zametki 20 (5) (1976) 781–786; Math Notes
20 (5–6) 996–998 (1976)(English Translation).

[6] V. Gupta and G.S. Srivastava, Simultaneous approximation
by Baskakov-Szász type operators, Bull. Math. Soc. Sci. (N.
S.) 37 (85), 73–85 (1993).

[7] B. Ibrahim, Approximation by Stancu-Chlodowsky
polynomials, Comput. Math. Appl. 59, 274–282 (2010).

[8] J.P. King, Positive linear operators which preservesx2, Acta.
Math. Hungar. 99 , 203–208 (2003).

[9] V.N. Mishra, K. Khatri, L.N. Mishra and Deepmala,
Inverse result in simultaneous approximation by Baskakov-
Durrmeyer-Stancu operators, Journal of inequalities and
applications, Vol. 2013, Article 586, (2013).

[10] V.N. Mishra, K. Khatri, L.N. Mishra, On Simultaneous
Approximation for Baskakov-Durrmeyer-Stancu type
operators. J. Ultra Sci. Phy. Sci. 24 (3-A) 567–577 (2012).

[11] L.N. Mishra, V.N. Mishra, K. Khatri, Deepmala, On
The Trigonometric approximation of signals belonging to
generalized weighted LipschitzW(Lr ,ξ (t))(r ≥ 1)− class by
matrix (C1.Np) Operator of conjugate series of its Fourier
series, Appl. Math. Comput., Vol. 237 (2014), 252–263. doi:
10.1016/j.amc.2014.03.085.

[12] V.N. Mishra, K. Khatri, L.N. Mishra, Deepmala,
Trigonometric approximation of periodic Signals belonging
to generalized weighted LipschitzW′(Lr ,ξ (t)),(r ≥ 1)−
class by Nörlund-Euler(N, pn)(E,q) operator of conjugate
series of its Fourier series, Journal of Classical AnalysisVol.
5 (2) (2014), 91-105. doi:10.7153/jca-05-08.

[13] V.N. Mishra, K. Khatri, L.N. Mishra, Some approximation
properties ofq-Baskakov-Beta-Stancu type operators. J. Calc.
Var. Vol. 2013, (2013), Article ID 814–824, 8 pages.

[14] V.N. Mishra, H.H. Khan, K. Khatri, L.N. Mishra,
Hypergeometric Representation for Baskakov-Durrmeyer-
Stancu Type Operators, Bulletin of Mathematical Analysis
and Applications, ISSN: 1821-1291, Vol. 5 Issue 3 (2013),
Pages 18–26.

[15] V.N. Mishra, P. Sharma, Approximation by Szász-
Mirakyan-Baskakov-Stancu Operators, Afrika Matematika
(2014); doi: 10.1007/s13370-014-0288-1.

[16] B.P. Moghaddam, A. Aghili, A numerical method for
solving Linear Non-homogenous Fractional Ordinary
Differential Equation, Appl. Math. Inf. Sci. 6, No. 3,
441–445 (2012).

[17] Z.S.I. Mansour, Linear sequentialq-difference equations of
fractional order, Fract. Calc. Appl. Anal, 12 (2), 160–178
(2009).

[18] M. Mursaleen and S.A. Mohiuddine, Convergence Methods
for Double Sequences and Applications, Springer 2014.

[19] M. Mursaleen and A. Khan, Statistical Approximation
Properties of Modified q-Stancu-Beta Operators, Bull.
Malays. Math. Sci. Soc. (2) 36(3), 683–690 (2013).

[20] Mei-Ying Ren and X.M. Zeng, Approximation of the
Summation-Integral-Type q-Szász-Mirakjan Operators,
Abstr. Appl. Anal. Volume 2012, Article ID 614810 (2012).

[21] D.D. Stancu, Approximation of function by new class of
linear polynomial operators, Rev. Roumaine Math. Pure
Appl. 13, 1173–1194 (1968).

[22] D.D. Stancu, Approximation of function by means of a new
generalized Bernstein operator, Calcolo 211–229 (1983) .

Vishnu Narayan
Mishra is Assistant
Professor of Mathematics
at Sardar Vallbhbhai National
Institute of Technology,
Surat (Gujarat), India.
He received the Ph.D degree
in Mathematics from Indian
Institute of Technology,
Roorkee. His research

interests are in the areas of pure and applied mathematics
including Approximation Theory, Summability Theory,
Variational inequality, Fixed Point Theory, Operator
Theory, Fourier Analysis, Non-linear analysis, Special
function,q-series andq-polynomials, signal analysis and
Image processing etc. He has published research articles
in reputed international journals of mathematical and
engineering sciences. He is referee and editor of several
international journals in frame of pure and applied
Mathematics & applied economics. Dr. Mishra has more
than 75 research papers to his credit published in several
journals of repute as well as guided many postgraduate
and PhD students. He has presented research papers at
several international conferences in India and also
delivered invited lectures. He is actively involved in
teaching undergraduate and postgraduate students as well

c© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 3159-3167 (2015) /www.naturalspublishing.com/Journals.asp 3167

as PhD students. He is a member of many professional
societies such as Indian Mathematical Society (IMS),
International Academy of Physical Sciences (IAPS),
International Association of Engineers (IAENG), Gujarat
Mathematical Society, International Society for Research
and Development (ISRD), and Indian Academicians and
Researchers Association (IARA). Citations of his
research contributions can be found in many books and
monographs, PhD thesis, and scientific journal articles,
much too numerous to be recorded here.

M. Mursaleen is
full Professor at Department
of Mathematics at Aligarh
Muslim University, India.
His research interests
are in the areas of pure
and applied mathematics
including Approximation
Theory, Summability Theory,
Fixed Point Theory, Operator

Theory etc. He has published more than 200 research
articles in reputed international journals. He is member of
several scientific committees, advisory boards as
well as member of editorial board of a number of
scientific journals. He has visited a number of foreign
universities/ institutions as a visiting scientist/ visiting
professor. Recently, he has been awarded the Outstanding
Researcher of the Year 2014 of Aligarh Muslim
University.

Preeti Sharma is
a Ph.D student at Sardar
Vallabhbhai National Institute
of Technology, Surat. She
received the M.Sc. degree
in Mathematics & Computing
from Indian Institute
of Technology Guwahati,
in 2012. Her research
interests are in the areas of

Approximation Theory and Operator Theory.

c© 2015 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp

	Introduction
	Basic Results
	Moments and recurrence relations
	Direct result and asymptotic formula
	Weighted approximation
	Voronovskaja type theorem
	Better estimation

