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Abstract: In this paper, fusion of texture features to improve classification accuracy by false positive reduction in mammograms
is proposed. The method uses texture features obtained fromcompleted local binary pattern (CLBP) and grey level texture features
obtained from the Curvelet sub-bands. In the current experiments, mass and normal patches were obtained from Mammographic image
analysis Society (MIAS) and Image retrieval in medical applications (IRMA) datasets for mammograms. Texture featuresfrom both
methods are combined together to obtain the feature fusion matrix. Then Nearest neighbor classifier was used for classification to
evaluate the individual as well as enhanced features obtained from CLBP and curvelet. The classifier produces a classification accuracy
of 96.68% with 98.9% sensitivity and the false positive (FP)rates drop by 40% and 78% respectively for the enhanced features as
compared to the original results produced by both methods. The experimental results suggest that fusion of features improves the
performance of the system and is statistically significant.
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1 Introduction

Women are most affected by breast cancer around the
world. According to the International Agency for
Research on Cancer (IARC) for the World Health
Organization (WHO)reports that more than 522,000 fall
victim to breast cancer in 2012 only , and the statistics
show an increase of 20% in the breast cancer incidences
since 2008 .While the mortality rates increased up to
14%. Moreover, 1.7 million (11.9%) women around the
world have chances to suffer from breast cancer during
their life time [1]. Early detection is the key to reduce the
mortality rates. Texture analysis of an image plays an
important role in object recognition, and is an active topic
of research in computer vision and pattern recognition.
Image texture analysis has been successfully used in areas
like biomedical image analysis, face image analysis,
video retrieval environment and remote sensing of data
for pattern recognition [2].

Many studies have been presented that use the texture
information for mammogram classification. Faye et al. [3]

proposed a wavelet and curvelet based feature extraction
model on mammograms. The significant features were
selected using t-test, and support vector machine (SVM)
was used for classification. Christoyianni et al. [4] used
neural network for classification of suspicious regions in
mammograms. The texture features were extracted from
the region of interest (ROI). Significant features were
selected using the independent component analysis to
train the neural network. Karahaliou et al. [5] presented a
method for the texture analysis of micro-calcifications in
mammograms using wavelet decomposition. Four types
of texture features that include first order statistics,
co-occurrence matrices features, run length matrices
features and Laws’ texture energy measures were
computed. K-nearest neighbor (kNN) classifier was used
to classify benign and malignant classes using the feature
matrix. In a similar type of study Gardezi et al. [6] used
texture features obtained from the curvelet sub-bands for
classification of normal and abnormal mammograms.
They constructed grey level co-occurrence matrices from
the curvelet sub-bands coefficients and used simple
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logistic classifier for classification. Oliver et al. [7] used
local binary pattern (LBP) and co-occurrence matrices to
extract texture features from the mammogram ROIs. They
employed leave one out (LOO) strategy together with
support vector machine (SVM) to obtain the best
classification rate. In a similar study, Oliver et al. [8] used
LBP texture features for false positive reduction in
mammograms. Paquerault et al. [9] fused textural features
and morphological features obtained from the region of
interest(ROI) to improve the detection of normal and
abnormal tissues in mammogram images. Their study
revealed an improvement in classification accuracy as
well as reduction on false positive (FP) rate. Duarte et
al. [10] evaluated the performance of completed local
binary pattern (CLBP) and wavelet transform for feature
extraction and classification of mammogram lesions.
Eltoukhy et al. [11] classified benign and malignant
tumors in mammograms on basis of texture analysis of
the curvelet features. The most significant texture features
were selected from the region of interest, based on
Euclidian distance, and classified using the nearest
neighbor classifier. Choi et al. [12] presented a method for
false positive reduction using multiresolution LBP
features, capable to distinguishing between the normal
texture patterns and the mass texture regions.
Hussain [13] proposed a method to reduce false positives.
His method used weber law descriptor (WLD) to extract
the local histogram information and integrated it with the
spatial information obtained from WLD extension
Multiscale spatial weber law descriptor (MSWLD) for the
characterization of texture micro structures of masses in
mammograms and achieved good results.

The current work aims to improve the classification
rate not only in terms of accuracy but also in terms of
sensitivity and specificity. The texture features are
obtained by completed local binary pattern (CLBP) and
curvelet sub-bands texture features. Performance for each
method is evaluated separately and later fusion of feature
matrices is done to obtain the best classification rate. The
study also analyzes the effects of fusion on false positive
(FP), whether the fusion of features reduces the FP alarms
compared to the individual FP produced by each method
or not. The rest of the paper is organized as follows:
Section (2) presents a brief overview of Completed Local
Binary Pattern (CLBP), and Curvelet transform. Section
(3) deals with Experimental details which include dataset,
feature extraction and classification details. To measure
statistical significance of the method the t-test is discussed
in statistical analysis, Section (4). The experimental
results and their significance is presented in the Results
and discussion section (5) of this paper. The conclusion of
the current study is presented in Section (6).

2 Completed Local Binary Pattern (CLBP)

2.1 A brief overview of LBP

Several studies based on the extraction of local patterns
(texture analysis) has been developed and tested for
mammogram classification [14,15,11,6]. One such
method was introduced by Ojala et al. [16] to explore the
rotational invariant texture features. The essential ideais
based on the signed contrast of local region created for
parameters R, P where R denotes the radius of the circular
region and P the partition points in its circumference. The
extracted patterns are binarized and a histogram measure
is computed to synthesize the image information. Ojala et
al. [16] termed these outcome from the image as local
binary patterns (LBP).

Mathematically, given any pixel in an image, Ojala et
al. [16] computed LBP by comparison with its neighboring
pixels by the formula given as

LBPP,R =
P−1

∑
p=0

s(gp−gc)2P,s(x) =

{

1 ,x≥ 0
0 ,x< 0

}

(1)

wheregc represent the gray level value of the central pixel
under study,gp is gray value of neighboring pixel, P is the
number of neighboring pixels involved and R is the radius
of the neighborhood. LBP commonly uses two different
transitions to compute the textural features namely
uniform LBP and the rotationally invariant uniform
patterns .The uniform patterns are represented asLBPu2

P,R
where ”u2” stands for uniform pattern with value of
U ≤ 2 and producesP∗ (P−1)+3 distinct outputs.

LBPu2
P,R = |s(gP−1−gc)− s(g0−gc)|+

P−1

∑
p=1

∣

∣s(gp−gc)− s(gp−1−gc)
∣

∣ (2)

While the rotationally invariant uniform pattern are
denoted as LBPriu2

P,R , where the ”riu2” stands for
rotationally invariant uniform with value ofU ≤ 2 and
producesP+2 distinct output values.

LBPriu2
P,R =







P−1
∑

p=0
s(gp−gc)2P U(LBPP,R)≤ 2

P+1 otherwise







(3)

Currently there are many extensions of the basic LBP
technique that also include information from local
absolute value of the contrast, pixel intensities and even
local gradients.

2.2 Completed Local binary pattern (CLBP)

Guo et al. [17] presented an extension to LBP called as
completed local binary pattern (CLBP), defined by the
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regional local central pixel and local difference of
sign-magnitude transform (LDSMT). The central pixel is
defined by a binary global thresholding map named as
CLBP Centre or CLBPC while the LDSMT constitutes
of two components, namely: difference of signs and
difference of magnitudes denoted as CLBPS and
CLBP M respectively. CLBPC, CLBP S and CLBPM
(Figure.1) are combined to form final CLBP histograms.
The LDSMT is mathematically expressed as given central
pixel and gray level of neighboring pixel the local
difference is defined asdp = (gp − gc),where local
difference has two further components signsp and
magnitudemp defined as

dp = sp × mp and

{

sp = sign(dp)
mp =

∣

∣dp
∣

∣

}

(4)

The CLBP achieves a better rotational invariant as
compared to LBP. However one should note that CLBPS
is same as conventional LBP. The CLBPS i.e. (LBP)
preserves local structural information better than its
counterpart CLBPM.
CLBP M is defined as

CLBP MP,R =
P−1

∑
p=0

t(mp,c)2p, t(x,c) =

{

1
0
,x≥ c
,x< c

}

(5)

wherec is the adaptive thresholding
Similarly CLBP C is computed as

CLBP CP,R = t(gc,CI ) (6)

where t is defined in (5) and CI are the mean of gray
values of the whole images. Like the conventional LBP
the CBLP also has two transitions i.e.CLBPu2

P,R and
CLBPriu2

P,R . Guo et al. [17] further presented variants of
CLBP by concatenating the above defined mappings and
defined (CLBPS/M) that combine sign and magnitude
values (S represents the sign), (CLBPM/C ) that
combines magnitude and intensities (where C stands for
pixel intensity at region Center), (CLBPS/M/C)
combining the three measures and (CLBPS M/C)
obtained by concatenation of joint histogram operations
of sign, magnitude and center pixel intensities.

2.3 Curvelet transform

Often images/signals exhibit discontinuous behavior
along curves/peaks also called as curve singularities. In
medical images one of the primary tasks is to extract
image features. These features could be points, line edges
or some texture descriptions. Multiresolution techniques
like wavelet and ridgelet have failed to exploit the full
potential of these directional/geometric shape features.

To overcome these deficiencies curvelet transform
was introduced by Candes and Donoho [18]. The curvelet

provided a good reconstruction of images and sparse
representation of edges [19]. Curvelet has superior
direction representation due to its construction than its
predecessor. It obeys the curvelet scaling law i.e.width∼
length2.

In a two dimensional space, with spatial domainx and
frequency variable,ω having radius,r and angleθ in
polar form is defined by radial windowW(r) and angular
windowsV(t), satisfying the admissibility conditions as

∞

∑
j=−∞

W2(2 j r) = 1 , r ∈ (
3
4
,
3
2
) (7)

∞

∑
l=−∞

V2(t− l) = 1 , t ∈ ( −
1
2
,
1
2
) (8)

In the frequency domain,U j∀ j ≥ j0 the frequency
window is defined as,

U j(r,θ ) = 2
−3 j/4W(2 j r)V( 2 j/2θ

2π )

(9)

where⌊ j/2⌋ is the integer part ofj/2. Thus the support
of U j is a polar wedge defined by support ofW andV and
is applied with scale dependent windows, with widths in
radial and angular direction.

The curvelet are defined as function ofx = (x1,x2)

defined at scale 2(− j) angular orientationθl and position

x( j ,l)
k = R−1

θl
(k12− j ,k22− j/2) by

ϕ j ,l ,k (x) = ϕ j(Rθl

(

x− x( j ,l)
k

)

) where,

Rθ =

(

cosθ sinθ
−sinθ cosθ

)

, Rθ
−1

= Rθ
T
= R−θ . A curvelet

coefficient in the inner product between an element
f (x) ∈ L

2
(R

2
) and a curveletϕ j ,k,l .

c( j,k, l) =
∫

R2

f (x)ϕ j ,k,l (x)dx (10)

whereR denotes real line. The curvelet transform can be
implemented in two ways ,one using the unequispaced
Fast Fourier transform (FFT) and secondly using the
wrapping technique [19]. In the current curvelet
transform via wrapping has been used.

3 Experimental Work

3.1 Dataset

In the current study the mammogram images were
obtained from the Mammographic Image Analysis
Society (MIAS) [20] data set and the Image Retrieval in
Medical Applications (IRMA) [21] dataset. The MIAS
are UK based research groups that work on breast cancer
and have generated the digital mammograms dataset for
their research. The screening mammograms were
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Fig. 1: (a) 3x3 neighborhood block size (b) the local differencedp(c) mp the magnitude; and (d) the signsp.

Fig. 2: (a) original mass patch (b) edge information of original image using canny,(c) edge information at level 1,(d-k) edge
representations for level 2 at 8 different angles of the curvelet subbands is presented using canny detector.
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digitized to 50 micron pixel edge. The MIAS data set
contains total of 322 mammogram images. The dataset
provides the details, about the location and radii of the
abnormalities marked by expert radiologists. In the MIAS
dataset the mammogram originally were of 1024× 1024
pixels [21]. The preprocessing step was applied to limit
the search for abnormalities by removing the background
and selecting the region of interest (ROI) before any
classification process could be applied on the
mammograms.

In the preprocessing step, the background noise,
image annotations and the pectoral muscles were
removed. Then ROIs of 128×128 were cropped from the
processed abnormal mammograms. These ROIs were
extracted based on the information provided by the
radiologists in the MIAS dataset. Similarly the normal
mammograms 128× 128 were also cropped manually
from the MIAS dataset. In the next step, only mass
patches depending on the size of the mass were extracted
from the ROIs. The position of patch selection in the
abnormal mammogram was based on the information
about mass centers provided in the data set. As the mass
patches were varying in size, for the normal mammogram
we also selected different patches from different locations
with varying sizes.

IRMA is a collaborative project between Department
of radiology, medical informatics, computer science and
Medical Image Processing department at Aachen
University. The IRMA dataset is a collection of different
dataset like Digital Database for Screening
Mammography (DDSM), Lawrence Livermore National
Laboratory (LLNL) and Rheinisch-Westf alische
Technische Hochschule (RWTH)database and contains
more than 30,000 mammogram images with available
ground truths by radiologists [21]. The current study
utilizes the non-commercial class that contains different
texture patterns of 128× 128 pixels each extracted from
the mammogram of different BIRADS by expert
radiologists.

In the Experimental work, a total of 513 patches
obtained from IRMA and MIAS datasets were used.
There were 224 cases of Normal cases 289 cases of
masses taken from MIAS and IRMA .The abnormal class
includes masses, circumscribed masses, ill-defined
masses, spiculated masses and architectural distortion
(Table1).

From the literature it was noted that most of the mass
size detected in clinical screening programmes lies within
5mm to 32 mm [22]. Thus keeping in view the size of
masses minimum criteria was set to extract patches from
the ROIs i.e. window size should not be less than 20×20
pixels for extracting the mass patches from the abnormal
ROIs.

Table 1: The distribution of selected cases from the MIAS and
IRMA dataset

Class
MIAS
dataset

IRMA
dataset

Total

Circumscribed masses 23 97 120
Masses – 82 82
Ill-defined masses 14 – 14
Spiculated masses 19 27 46
Architectural distortions 19 8 27
Normal tissue 142 82 224
Total 513

3.2 Feature Extraction

This work aims to improve the classification accuracy for
normal and abnormal mammograms by reducing the false
positive (FP) alarms. Thus we propose fusion of texture
features obtained from two state of the art methods. The
features from the ROI patches are extracted using local
binary pattern and its extension the completed local
binary patterns and curvelet transform.

First, we compute CLBP features using three different
values of(P,R) using the uniform rotationally invariant
mapping. For each LBP (i.e. CLBPS), CLBPM,
CLBP M/C ,CLBP S M/C, CLBP S/M, CLBP S/M/C
we compute texture features using (P=8, R=1), (P=16,
R=2), (P=24, R=3). The number of features varies with
varying neighborhood and radius value for each of
transitions of CLBP. Secondly following the footprints of
our previous work [6], we apply curvelet via warping
transform and compute grey level texture features from
the curvelet sub-band coefficients.

In the current study two levels of sub-band
decomposition are used because of the size of ROI
patches. The two level sub-band produced 9 matrices (one
matrix for level 1 and 8 matrices for level 2, Figure2)
with varying size that yield 9 grey level texture matrices.
For each matrix nine features are computed that include
energy, contrast, homogeneity, correlation, entropy, mean,
standard deviation, moment and maximum probability.
From two levels of curvelet decomposition, a curvelet
features matrix of size 513×81 is obtained, while feature
matrix for CLBP transitions varies with varying values of
P, R (see Table2). Evaluation of feature matrices obtained
by both methods, separately done using the nearest
neighbor classifier and the performance metrics for each
method are recorded.

In the final step texture features from CLBP and
curvelet are combined together to obtain the feature
fusion matrix. Then the fused feature matrix is passed to
classifier.
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Fig. 3: Extracting the mass patch from MIAS dataset (a) original mammogram 1024×1024, (b) ROI cropped 128× 128, (c) Mass
patch extracted from the ROI.

Fig. 4: Frame work for Fusion.

3.3 Classification and performance evaluation

Nearest Neighbor (NN) classifier is used for classification
of masses and normal patches using 10 fold cross
validation. The performance of the system is evaluated
using 1 nearest neighbor (1NN) firstly on the features
obtained from local binary pattern and its variants the
secondly the classification task for curvelet sub-band
matrices are performed. In the last step the 1NN evaluates
the performances on the combined features matrices
obtained after fusion of curvelet and LBP and its variants
features.

In this work, a method to extract texture features by
fusion of Curvelet and CLBP techniques is investigated

that is expected to improve classification accuracy by
false positive reduction in mammograms. Performance of
developed method is evaluated by calculating metrics
such as Accuracy, Sensitivity and Specificity [23,24] as
expressed in Equations (11), (12) and (13) respectively.

accuracy=
TPs+TNs

TPs+TNs+FPs+FNs
(11)

sensitivity=
TPs

TPs+FNs
(12)

speci f icity=
TNs

TNs+FPs
(13)
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4 Statistical Analysis

Once the performance is measured using the equations
given above, a test to measure significance of obtained
results was conducted using t-test as it provides an
estimate for the acceptance and rejection of the
significance level among multiple methods used [25] for
the significance of the technique developed, t-test is
performed between the methods that use fusion and
without fusion using Equation (14)

t =
x̄− ȳ

√

s2
x
n +

s2
y

m

(14)

wherex̄ and ȳ are the means andsx, sy are the standard
deviations of sample x and y with(n+m−2) degrees of
freedom.

5 Results and Discussion

The evaluation of the system was carried in two steps. In
the first step, the feature vectors from CLBP and Curvelet
were classified separately to evaluate the performance
individually with respect to accuracy, sensitivity and
specificity. In the second step, fusion of features obtained
from CLBP and Curvelet is performed followed by the
classification using 1NN. Performance of CLBP with
various transitions along with different neighborhoods (P)
and radius (R) as well as features extracted using Curvelet
are tabulated in Table (2).

Table (2) shows that the performance metrics of
features extracted using curvelet and variants of CLBP.
As shown in Table (2), with an increase in the size of
neighborhood as well as radius, numbers of extracted
features are increasing that show improved performance
of CBBP method and its variants. The system
performance has achieved maximum accuracy of 94.7%
classification when CLBPS is concatenated with joint
histogram of CLBPM/C i.e. CLBP S M/C. Increased
performance at P=24 and R=3 is obvious compared to
results obtained at P=8, 16 and R=1, 2 due to the fact that
computation of local texture information is performed in
depth at more number of neighborhood.

However, it has also been found that with an increase
in number of extracted features obtained using increased
value of P and R, performance of the method results in
slightly lower accuracy and sensitivity, particularly in the
case of CLBPS/M/C. That might be due to redundancy of
features extracted.

Besides the CLBP method that has achieved
significant accuracy and sensitivity values, accuracy and
specificity analysis is also performed for features
extracted using curvelet method. An accuracy of 95.51%
and sensitivity of 98.2% is achieved using curvelet
method that shows significantly better performance than
CLBP techniques. This is mainly due to the utilization of Ta
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scaling law that results in superior direction and sparse
representation of edges during the implementation of
curvelet to reconstruct an image as depicted in Figure (2)
of Section (2.3) in this paper. Furthermore, the false
positive rates for curvelet is presented in the given
confusion matrix.
Confusion matrix for Curvelet

a b← classified as
271 18 | a = mass
5 219 | b = normal
As discussed in the Introduction section of this paper,

the main objective is to perform fusion of CLBP features
with curvelet features for false positive reduction to
evaluate performance of the system in classifying normal
and abnormal ROI patches. To do so, 81 features obtained
from curvelet techniques are fused with features obtained
using the variants of CLBP techniques. In order to fuse,
features obtained from both methods are concatenated
that results in fused feature matrix. Furthermore, once the
features are fused, classification is performed followed by
the evaluation of classifier performance using
performance metrics used earlier. Table (3) illustrates the
performance of the fusion of features.

As shown in Table (3), addition of curvelet features
with variants of CLBP resulted in improved classification
rates in all cases except for CLBPS/M/C CFET (P=24,
R=3) due to the redundant features. It has been found that
the method CLBPS CFET (CLBPS combined with
curvelet) having 99 features, the system achieves
maximum accuracy of 96.7% and sensitivity of 98.9%
with (P=16, R=2) as compared to other variants of CLBP.
From the analysis, it is found that fusion of curvelet with
CLBP S provides the most accurate classification.

Furthermore, the false positive rates of selected fused
method as compared to variants of CLBP and curvelet are
also measured and the values are reported in Figure5.

Table 4: The results of t-test atα = 0.1% for enhanced CLBP
against CLBP methods

Method P-
value

Null
hypothesis

CLBP S CFET vs CLBPS 0.0047 Reject
CLBP M CFET vs CLBPM 6.6204

× 10−4
Reject

CLBP M/C CFET vs CLBPM/C 0.0028 Reject
CLBP S M/C CFET vs
CLBP S M/C

0.0076 Reject

CLBP S/M CFET vs CLBPS/M 0.0132 Reject
CLBP S/M/C CFET vs
CLBP S/M/C

0.7517 Accept

As seen from Figure (5), number of false positive (FP)
obtained from curvelet technique are less compared to all
CLBP methods. In addition, it is clearly seen that with the
addition of curvelet features to the CLBP texture features,
significantly contributes in reducing false positive (FP)
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Fig. 5: Existing and enhanced (CLBP fusion with curvelet) techniques for false positive reduction.

rates and even produces less FPs as compared to curvelet
itself. Moreover, the enhanced techniques the
classification accuracies and sensitivities are significantly
improved in all cases except for (P = 24, R=3) in
CLBP S/M/C CFET where the accuracy reduced from
93% to 91% (Table2 and Table3). Comparing the best
chosen CLBPS CFET (16, 2) with the curvelet
confusion matrix and CLBPS (16, 2) we notice that FP
rate is reduced by 40% and 78% respectively (Figure5).

Table 5: The results of t-test atα = 0.1% best chosen CLBP vs
other enhanced CLBP methods

Method P-value Null
hypothesis

CLBP S CFET vs
CLBP M CFET

0.6291 Accept

CLBP S CFET vs
CLBP M/C CFET

0.2341 Accept

CLBP S CFET vs
CLBP S M/C CFET

0.0102 Reject

CLBP S CFET vs
CLBP S/M CFET

0.0528 Reject

CLBP S CFET vs
CLBP S/M/C CFET

0.0724 Reject

Since the classifier has shown a good performance
with less FP rates, it is if further tested to investigate the
clinical significance. A hypothesis testing is performed to

check the difference in performance of CLBP techniques
versus the CLBP combined with curvelet features where a
t-test for significance levelα = 0.1% was used. For this,
null hypothesis was rejected withp− values< 0.1.
Similarly, the significance of best chosen CLBPS CFET
was tested against all CLBP techniques fused with
curvelet atα = 0.1%. Results obtained from the t-tests
are shown in Table (4) and Table 5 for p-values obtained.

P-values obtained from the t-test enhanced CLBP
obtained from fusion and variants of CLBP methods are
reported in Table (4). The null hypothesis are rejected for
all the cases where p-values are very small(< 0.1) that
represents the significance of the test. It is also found that
t-test performed on CLBPS/M/C CFET and
CLBP S/M/C method is insignificant and null hypothesis
cannot be rejected due to the large p-values(> 0.1) as
tabulated in Table (4).

Similarly, the significance of best chosen
(CLBP S CFET) method compared to other enhanced
CLBP methods are tabulated in Table (5). From Table (5),
it can be observed that last three methods are significant
as they representsp − values< 0.1. Although, the
techniques such as CLBPM CFET and
CLBP M/C CFET are significant as compared to variants
of CLBP as discussed in Table (4) but resulting in
insignificant values against best chosen method
(CLBP S CFET) where the null hypothesis is not
rejected. This is mainly due to the small variation in
accuracies (±0.16) of CLBPM CFET and
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Table 6: Comparison with existing methods
Method Data Set Classifier Accuracy (%) Area under Curve

(AUC) value
Oliver et.al. [7] presented
mammogram classification
by using LBP and co-
occurrence matrices
features.

The MIAS dataset 322
mammograms was used
the segmentation task
was performed using the
Fuzzy C-Means algorithm
,normalized cut and the
Mean Shift algorithms .

The classification
performance of features
obtained from each
segmentation was
tested using KNN,
linear discriminant
analysis, binary tree
and Support vector
machine.

KNN with leave
one out (LOO)
produced the
maximum accuracy
of 0.78

Oliver et.al. [8] presented
a method to reduce False
positive rates using the
local binary patterns.

The experiments were
performed using DDSM
data set with 1792
suspicious regions
containing 1536 normal
and 256 mass samples

Support Vector
Machines (SVM).

0.9060± 0.043.

Paquerault et.al [9] fused
textural features and
morphological features

The data used contains
169 pairs of cranio-caudal
(CC) and mediolateral
oblique (MLO) view of the
mammograms collected
at University of Michigan
(UM).

Linear discriminant
analysis was used for
classification.

The system showed
maximum accuracy
of 91%

Duarte et.al. [10] used
completed local binary
pattern (CLBP) and
wavelet transform for
feature extraction to
classify the mammogram
lesions.

The dataset used in
the study contains 720
mammogram from DDSM
database with 240 normal,
240 benign lesion and 240
malignant lesion samples.

Most significant
features are selected by
performing ANOVA.
Later on SVM
classifier was used
for classification

The multiresolution
produced AUC
value 0f 1.0 as
compared to CLBP
with AUC value
0.89

Gardezi et.al. [6] combined
the GLCM texture feature
from curvelet with features
obtained directly form
mammogram images

305 MIAS mammogram
images were used to get
region of interest (ROIs
with 207 normal (ROIs) and
98 mass (ROIs).

The simple logistic
classifier was used for
the classification task.

0.886 AUC value of 0.91

Choi et.al [12] extracted
multiresolution LBP
features from the
mammogram ROIs that
have ability to characterize
the regional texture patterns
and margin regions of a
mass.

MIAS and DDSM dataset
were used in the study. A
total of 391 mammograms
were investigated 89 MIAS
(72 mass ROIs and 1 621
normal tissue ROIs) and
303 DDSM mammogram
images (246 mass ROIs and
2 497 normal tissue ROIs).

The classification
task was performed
using the SVM-RFE
(recursive Feature
elimination) classifier

Method achieves
0.9631 and
0.8741 accuracies
for MIAS
DDSM dataset
respectively.

Hussain [13] extracted
the texture features using
the multiscale spatial
WLD (MSWLD) method
to classify the mass and
normal class tissues.

1024 ROIs from DDSM
dataset were selected

SVM classifier
has been used for
classification

AUC Value of 0.99
± 0.003.

The Proposed Fusion
method

513 mammogram ROI
patches containing contains
224 normal and 289
abnormal mammogram
ROI patches, extracted
from MIAS and IRMA
datasets.

1NN classifier is used 96.7 ± 0.16
classification
accuracy with
98.9% sensitivity.

c© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 3037-3048 (2015) /www.naturalspublishing.com/Journals.asp 3047

CLBP M/C CFET with best chosen CLBPS CFET
method as mentioned in Table (3).

The proposed method was evaluated against existing
methods that use the fusion of features to classify the
normal and abnormal tissues in mammogram images. The
comparison of the performance metrics of our proposed
method and the existing methods is shown in table (6).

From the comparison above, it can be seen that
performance of the proposed method is comparable with
the existing techniques and even better in some of the
cases listed above. In summary, the significant
contribution of current study can be confirmed from the
results obtained in this research, that enhancement of
CLBP technique by fusion of curvelet features not only
led to an improvement in accuracy and sensitivity
(reduction in false positive rate) of classifier but also
provide statistically significant outcomes that are
potentially applicable for clinical practices. However, the
proposed method has some limitation; it is dependent on
the size of the ROI patches.

6 Conclusion

In this paper a method to reduce the false positives is
presented by fusion of texture features. Firstly individual
performances of features obtained CLBP methods with
varying neighborhoods(P) and radius(R) and features
obtained from curvelet are measured using the
performance metrics i.e. accuracy, sensitivity and
specificity using the INN classifier. The false positive
(FP) produced by each method were also recorded. The
experimental results show that curvelet produced better
results with an accuracy of 95.51% as compared to
94.7%. The better performance of curvelet is due to its
directional feature and good edge representation (Figure
2). In the later stage, feature fusion was carried by
combining the features of CLBP variants and curvelet
sub-band features to obtain enhanced CLBP variants. The
classification results show an overall improvement of
classification accuracy as well as sensitivity in all
enhanced CLBP techniques as compared to CLBP
variants and the results are statistically significant. The
false positive rates are reduced significantly for all
enhanced CLBP methods in comparison to curvelet and
CLBP variants. Amongst the enhanced CLBP methods,
CLBP S CFET produces the best classification accuracy
of 96.68% with sensitivity of 98.9%. The results have
shown that fusion of texture features are effective and
have efficiently reduced the false positive rates in
mammogram classification. In future work, we plan to
investigate the performance of the proposed feature
extraction method by increasing the ROI sizes with and
without application of some filtering technique.
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