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Abstract: This study aims to propose a hydrological model for estinggtihe future value for monthly river flow. The proposed model
was constructed by combining three components: i.e. Disthavelet Transform (DWT), Principal Component Analy®€A) and
Least Square Support Vector Machine (LSSVM). The first twmgonents, i.e. the wavelets and the PCA, are meant for pngpar
input data. Wavelets were employed to obtain a certain lefvdhta decomposition, and in this case, a three level degsitign was
employed. The output from the wavelets was given to PCA. @tisponent simply picks up the important components frongiben
data, i.e. it addresses the issues relating to the dimeaigioof the data. For approximating the desired value, L&E8Mas employed
for training, using the data derived from Wavelets and PCAlei® For testing stability and reliability of the propogaddel monthly
data from two Pakistani rivers was collected. The relidbivas measured by employing well known reliability measgrnmethods,
i.e. Root Mean Square Error (RMSE), Mean Absolute Error (MARd Coefficient of Correlation (R). All performance meéasgr
methods concluded that the proposed model is stable, ieebaiol produced an appreciative level of accuracy.

Keywords: Discrete Wavelet Transform, Principle Component Analyseast Square Support Vector Machine, Root Mean Square
Error, Mean Absolute Error, Coefficient of Correlation, hgamodel

1 Introduction example, designing dams for balancing water flow or for
defining various hydraulic structure®] |

Presently, a number of approaches are used to solve
the problem of river flow process. These approaches are
described in the form of mathematiFcal models. These

physiographic elements are complicating hydrologicaImOdeIS are found to be compatible with the other relevant

processes. Various conventional approaches have beJﬂOdgls .B]' -Lhitf _dcompa(';iblility ﬁrebatgs Ch%nﬁes for
used to model hydrological processes. These conventiondfiroducing hybrid ~models. Hybrid models are
approaches either aim to model the process b};acknovyle(jged for ensuring a higher degree of accuracy
considering physical characteristics of the system or the)fmd re.llablllty. Accprdmg to4], a number of approaches
depend upon experimental observations to modefvere introduced in the past few decades to address

hydrological processl|. For managing available water problems belpnging to diversified field§, including rive'r
resources, all components forming a hydrologicalﬂow forecasting. These approaches include regression

structure need careful examination. River flow forecasting®n@lysis and ANN, stochastic models, fuzzy mathematics,

is one such component. Since rivers are directly or®¢:

indirectly connected to the streams, there is a strong need The present study uses time series data. Until now,
to have some mechanism that can provide a reliablevavelets are the best known tool for analyzing this type of
estimation of the water flowing in a stream. This data. Its contribution to modeling hydrological resources
estimation is expected to contribute significantly in can be seen in the last few yeaH, [[6]. These include
addressing a number of hydraulic issues. For examplemeteorological pollution simulatior¥], [8], open channel
these estimations would help in coming up with a good,wake flows analysis9], and groundwater level time
easy to build and easy to understand water supply plarseries modeling][0]. Recently, wavelet theory has been
and its operation. Besides, they can contribute tointroduced in the field of hydrologylfl], [12]. Wavelet
addressing hydraulic engineering related problems. Fomodels, because of their natural ability to analyse a signal

Hydrological processes are well known for critically
studying the temporal and spatial variability of water.
Certain important factors like climatic changes and
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in time and frequency domains, are becoming a generafjetting generalized results, like any other Al based

choice for researchers addressing issues related ttechnique, LSSVM also requires a huge amount of data

hydrological models. 13|, [14]. They are reliable for for training purposes. This need for a large amount of

analyzing non-stationary signafsg). data makes LSSVM difficult to use as a training tool.
Wavelets and Principle Component Analysis (PCA) Therefore, there is a strong need to utilize the capability

carry a higher degree of mutual compatibility. Wavelets of LSSVM by optimizing the input data. The present

are able to decompose the given data, which ensuresesearch addresses this issue and successfully optimizes

computational time reduction. PCA is another importantthe training and testing data.

component, which is known for dimensionality reduction  This research aimed to propose a hybrid model for

[16], [17]. When both of these components are joined addressing the hydrological issue of estimating future

together, they form an optimized system. This system carvalues. It attempted to achieve this by combining three

successfully reduce the dimension of waveletsindependent components. All of the chosen components

coefficients, with the reduced set of coefficients; it formsare compatible with each other and produced appreciative

a time efficient system. This characteristic creates arresults. In order to establish a clear difference various

opportunity for designing and developing real time configurations were tried. For example, the required

systems. values were independently estimated by using LSSVM,
The third component of the proposed model is Leastby using wavelets combined with LSSVM and finally by

Square Support Vector Machine (LSSVM). LSSVM combining wavelets, PCA and LSSVM. Results from

originates from the Support vector machine (SVM). SVM these models were recorded. A mutual comparison was

works on the idea of supervised learning. Superviseddrawn and it was concluded that the WPLSSVM

learning needs some training and testing data. The systemerformed well and produced better results.

is trained with the help of training data and an estimated

value is obtained on the basis of this trained data. This is

similar to the concept that is applied in Artificial Neural :

Network (ANN). Like ANN. SVMs were also 2 Methodsand Materials

successfully applied to facilitate hydrological struetsir

for solving their issues1ig], [19], flood stage forecasting 2.1 Data Preparation

[20] and rainfall-runoff modeling Z21], [22]. Though

SVMs were good and produced encouraging results, whafhe experimental data for carrying out this research was
discourages their frequent use is that they arecq|iected by recording the monthly stream flow of two
computationally expensive. They depend upon complexivers in Pakistan, namely; Jhelum and Chenab. The
quadratic programming (QP2§]. _ . _ collected data ranges from 1971 to 2010 for Jhelum and
_In order to make SVMs computationally inexpensive, 1956 to 2010 for Chenab. The input data which ensures
without compromising its reliability and accuracy, the reliability of the proposed model is downloaded from
LSSVM were introducedZ4]. This approach depends on pakistan Meteorological Department (PMD). This is
computing the least square error by considering the inpubenchmarked data and is frequently cited in the research
vectors and the obtained vectors (results). The inclusionterature regarding water flow forecasting. The data is
of this step ensures a higher level of accuracy inpejng used by a Government supervised research center.
comparison to SVM. Besides, LSSVM is found suitable This™ research center specifically carries research on
for solving linear equations, which is a much neededmanaging water resources and studies, investigates and
characteristic. Unlike SVM, LSSVM works under the proposes models for addressing water flow. This is a raw
influence of equality constraints. Equality constraints ar get of data and needs normalization. This study
instrumental in reducing computational speed. LSSVMpgrmalizes the collected data with the help of a mixture
provides an appreciative level of precision and carriesyf Gaussians. This normalization technique is chosen for
good convergence2pl, [26]. LSSVM is still considered jis simplicity, effectiveness, easy implementation arsd it
to be in its developing stages and is rarely used inyidespread recognition. In short, this is a well-studied,

addressing the problems of hydrological modeli@§]] el researched and well established method for doing
However, the model was successfully applied for solvingstaistical analysis.

regression, pattern recognition problen®y][ [28] and

for modeling ecological and environmental systei2d].[

Technically both of these methods, i.e. SVM and LSSVM .

are equally effective. In terms of implementation LsSvM 2.2 Wavelet Analysis

is comparatively easier than SVM. In terms of their

generalized performance both of them are comparabl&Vavelets are becoming an increasingly important tool in

[30] and are found reliable. time series forecasting. The basic objective of wavelet
However, LSSVM is found to be good in terms of transformation is to analyse the time series data, both in

stability and accuracy and generally, it seems to be a goothe time and frequency domains, by decomposing the

choice for training data. The only concern is that for original time series in different frequency bands, using

(@© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 2943-2953 (2015)www.naturalspublishing.com/Journals.asp NS = 2945

LLs | HL ) T of wavelets. These outputs produced by PCA are later on
LL HL HL, i v HL, supplied to LSSVM to produce a trained data file. To

el | #5 LH: | HHy achieve the required PCAs, the study follows a certain
procedure. The data used for preparing PCAs is shown
LH HH LH; HH; LH, HH, according to Equation 4.

Yi = aa X1 + aoXy + ... + &gl (4)

Since PCA focuses on capturing a large variance, it
computes the variance of the data with the help of Equation

()

arly) = E((y=9)%) = & 3 (alxc—n[0? = 4 3 (@] 04— (4~ TanVary] = (a]x~n] Sa)

Fig. 1 Discuss with diagram DWT and Multiresolution Analysis.

. . . V
wavelet functions. A wavelet function for a continuous

: ) . : . (5)
time signal can be described with the help of Equation (1) The study computes the co-variance of input data with
1 t—1 the help of Equation (5)
W(t,8)=ﬁw?) 1) L0
S=-3% (a] (x — X) (%« — X) isthecovariance (6)

Where 't’ represents time factot, — 1 represents the k=1
shifted version for studying the input signal at different The covariance matrix o¥ is a diagonal matrix, cov
time interval,’S represents the scale agdt) represents  (yj yj 1)=0;
the mother wavelet. Wavelets are analyse the input signaq ' '

by using’shift’ and’scalé functions. The shifting and The study computes the Eigenvectors of input data
scaling of the input data is achieved with the help of \yiin the help of Equation (5)

Equation 2 and 3 Let A be a Lagrange multiplier

il 1 L=aSa—A(aJa;—1 Vaql=Sa—-Aa; =0 S—Alp)ag =0,
o) = 3 2292 —n) @ Al e EsTR
n=—oo . . . . .
wherelp is a p x p identity matrix. Therefore al is an
eigenvector of,
It computes the Eigenvalues of input data with the help of

) , ) _Equation (7) the ordered p characteristic roots
Since this study uses discrete data therefore, DWT ISeigenvalues) as:

employed to get the required level of decomposition. A
three level decomposition is shown in Fig 1. The A >A> .. > Ap (8)
decomposition of data at various levels creates a
opportunity for critically analyzing the data at different
levels of resolution. This is what is generally known as
the concept of multiresolution. Advantages of
multiresolution are easily visible. It ensures every sngl

bit of information and the probability for the loss of some
data value is almost negligible. As a result, the true

W)=Y dme(2—n) 3)

Mrhe study collects the principal components in a matrix as
shown below.

Let X be the covariance matrix of input samples
X = (x1x2x3...xk)T there eigenvalues and eigenvector can
be expressed afri,e1),(A2,€),..., (A, &); SO theith
principle componentis:

strength of wavelets can be realized, i.e. decomposing the Y = giTX 9)
data at various levels, ensuring maximum level of - )
information and maintaining reliability. Then Var(Y) = & y& = Ai,(i = 1,2,...k. The

eigenvalue illustrates the proportion of the information

that the correlative principle component includes, namely

. ; it denotes the variation extent of the samples in this

2.3 Principal Component Analysis direction. Eigenvalues measure the amount of the

; ; : ; . iation explained by each PC and will be largest for the
PCA is generally used for reducing the dimensionality of varia

the data. The need for reducing the dimensionality of thef'rSt PC and smaller for the subsequent PCs. Thus, the
data arises from the actual volume of the data. If theautocorrela'uon of space will be strengthened after uding i

whole volume of the data is used for training LSSVM as a variable. Finally, the total contribution rate of the

then it is likely to cause two important impacts. (i) The Ire_lattri]oﬁrmmple component is defined by the following
system would be overloaded in terms of main memory. '

|
(ii) It would require a larger amount of time to train the S Ak
system. Practically, both of these impacts are B = p=1 (10)
. o K
unaffordable. Therefore in order to fix it the present A
research makes use of PCA for reducing the coefficients pzl k
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Where, the value of variablp predicated from the firgk L
factors,A , refers to theékth eigen value. ot _ T o(y v —0i—

3 0—w @(x)+b+g—y=0,i=12,..,n (18)
The output obtained from PCA which is in the form gypstituting Equation (15-18) for Equation (14) we get the

of wavelets coefficients is used as an input to trainygjye ofw. Thiswis described according to Equation (19)
LSSVM. This trained data file helps to estimate new data

values. The following section explains steps for

n n
understanding mathematical structure of LSSVM. w=3 Ii':nl aip(%) = Ii':nl Véip(xi) (19)

Putting Equation (19) in Equation (13)

2.4 The Least Square Support Machines Model n n

g P y(x) = z Iil_ni aip(xi) " @(x)+b= Iil_nl aiK(xi,X)+b (20)
LSSVM optimizes SVM by replacing complex quadratic _
programming. It achieves this by using least squares los¥Vhere K(xi,x), represents a kernel such that:
function and equality constraints. For the purpose of T
understanding the construction of the model, we might K (i, X) = @(x)" @(x) (21)
consider a training sample set represented (Ryy;) o -
wherex; represents the input training vector. Suppose thatThe a vector Wh'.Ch IS a Lagr.ange Multlpher can be.
this training vector belongs to’ dimensional space, i.e. computed by solving a set of linear equations shown in
R", so we can writex; € R. Similarly, suppose that yi Equation (22)
represents the output and this output can be described as, (O 1T > (b) <0>

yi€eR N v ~1
SVM can be described with the help of Equation (11) Loka) @0x)+y 1) \a y
Where,y = [y1;...;¥n],1 = [1;...;1],a = [a1;...;dn] This

T
yo) =w @(x) +b (11)  eventually constitutes LSSVM model which is described

Where ¢(x) is a function that ensures the mapping of according to Equation (23).

nonlinear values into higher dimensional space. n
LSSVM formulates the regression problem according to y(x) = ZIilzrq(pK(xi,x)+b (22)
Equation (12)
The model shown in Equation (23) deals with a linear
; 11 Yol 2 system and solution. This linear system is provided by
MINRW.£) = SW w5 ZIi':”l & (12) ai,b. The high dimensional feature space is defined by a

, . ) function generally known agkernelfunctioh and is
The regression model shown in Equat|on(11)worksunderrepresemed byK(x,x) There are various choices

the influence of equality constraints available for picking up this function.
y(X) =w'@(x)+b+g,i=12..n (13)
It introduces Lagrange multiplier for 3 Accuracy of the Proposed Model

LT i o n . The strength of the proposed WPLSSVM when compared
Lwb,e,a) =zww+ 35 lime”—Flimaiw @(x)+b+&-%  with other methods was assessed in the light of three
(14)  well-known performance measuring methods. The first
Where, a represents Lagrange multipliers. Since method computes the Mean Absolute Error (MAE), Root
Equation (14) involves more than one variable, a partialMean Square Error (RMSE) and correlation (R). The
differentiation of Equation (15-18) is required for mathematical representation of all these performance
studying the rate of change. Therefore, differentiatingmeasuring methods is given as follows:-
Equation (14) with respect to, b, & anda; and equating

. . . . 1 n
them with zero, yields the following set of Equations. MSE— = ZM) _ th 2 (23)
oL n =
W\/:O—>w:_2ai(p(x.-) (15) 10 f
= MAE = - zi(yP %) (24)
t=
oL n
——0—w=5Sa=0 (16) 1 - -
b i; I " SR - %)

R:

JL 1 1
98 0— ai=vye 17) \Vh S (W _yto)zﬁ ztn=1(ytf —th)z
|
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Wherey? andytf are the observed and forecasted values afThese parameters includg, o2). Where Gamma ranges
time t, respectively and is the number of data points. from 10 to 1000 ands? ranges from 0.01 to 1.0. These
The criteria to judge for the best model are relatively parameters were obtained by using grid search algorithm
small of MAE and MSE in the training and testing. The and cross validation methods. LSSVM needs a kernel
correlation coefficient measures how well the flows function to produce an output. As mentioned above there
predicted correlate with the flows observed. are various choices of kernels. All of them are equally
Clearly, the R-value close to unity indicates a satisfactor good B1], [32]. This study uses radial basis function
result, whiles a low value or close to zero implies an (RBF) as a kernel function for stream flow forecasting.
inadequate result. The MAE is related with the predictionThe purpose of employing cross validation is to calibrate
bias whereas the RMSE is associated with the model errothe model parameters. Once these model parameters are
variance. Both MAE and RMSE evaluate how closely thecalibrated successfully they save the model from
predictions match the observations by judging the besundergoing over fitting. In order to predict the prediction
model based on the relatively small MAE and RMSE error for each hyper parameter pair a 10 fold cross
values. Clearly, the R value close to unity indicates avalidation was performed. This produces a best fit model
satisfactory result, while a low value or close to zero in the light of performance measuring criteria.
implies an inadequate result. R ranges frethto +1 for ~ Table 2 and 3 shows the performance results obtained in
a perfect model. the training and testing period of the LSSVM approach
(i.e. those using original data). For the training and besti
phase in Jhelum stations, the best values of the MSE
4 Fitting of the Data (0.0048 and 0.0052), MAE (0.0481 and 0.0541) and R
(0.9104 and 0.8353) respectively, were obtained using
This section describes the fitting of the data to the thred"IL6 (training) and ML5 (testing). For the Chenab River
different configurations. In the first configuration only (raining and testing phase, the observed value of MSE and
LSSVM was used. In the second configuration DWT is ?{':jn;")er?n Oatglr]t?;n?nsg;n%nl\élLti;gﬁfg;mr%%) d;nﬂa'(\il/”_t?le
combined with LSSVM and 18 the Ihird corfiguration, J - allest MAE (0.0031 and 0.0021) and MSE (0.0345 and
proposed configuration of the present X .
research, DWT is combined with PCA which is further 0.0317) whereas it had the highest value of the R (0.9442
connected with LSSVM. This is how it composes a new 21d 0.9457).
model and at the same time it draws mutual comparison
among the contemporary models. The proposed
arrangement is found to be reliable, as it comfortably
deals with non-linear data. On top of it, it has also
brought forward promising results. With this arrangement TG Testng
a specimen of Six different pomblnatlons of input (;Ia}a Model — MSE. —WAE R VSE— MAE R
were prepared in table 1. This data was used for trainiNng—yiT 00073 0.0589 0.8586 0.0072 0.0613 07827

LSSVM. ML2  0.0060 0.0543 0.8857 0.0058 0.0583 0.8199
ML3  0.0060 0.0536 0.8856 0.0054 0.0572 0.8360
ML4  0.0054 0.0498 0.8998 0.0059 0.0573 0.8168
ML5  0.0051 0.0497 0.9043 00052 0.0541 0.8353
ML6  0.0048 0.0480 0.9104 0.0053 0.0543 0.8341

Table 2 Forecasting performance indicates of LSSVM for
Jhelum River of Pakistan

Table1 The Input structure of the Models for Forecasting.

Input  Input Structure

M1y =f(%-1,%-2)

M2y = (%1% 2,%3,%4)

M3y = f(%-1, %2, X3, Xt—4: X5, %—6)

M4y = (%1, %2, %3, %4, %5, %6, %7, %8)

M5y = f (%1, %2, X3, Xt—4: Xt -5, %~ 6: X~ 7, %8, %9, Xt—10) Table 3
M6 i = f(X-1,%2,%-3, %4, % 5% 6: %7, X8, X9, %10, X~11,%12)

Forecasting performance indicates of LSSVM for
Chenab River of Pakistan

Training Testing
Model MSE MAE R MSE MAE R
ML1 0.0073  0.0589 0.8586 0.0072 0.0613 0.7827
ML2 0.0060 0.0543 0.8857 0.0058 0.0583 0.8199
4.1 Fitting LSSVM to the Data ML3 0.0060 0.0536 0.8856 0.0054 0.0572 0.8360
ML4 0.0054 0.0498 0.8998 0.0059 0.0573 0.8168

o ML5 00051 00497 09043 0.0052 0.0541 0.8353
The performance of LSSVM depends upon the training mLe  0.0048 0.0480 0.9104 00053 00543 0.8341

data. The training data, which is prepared carefully,
contributes to ensuring the reliability of the system. The
training and testing data is divided into different ranges.  The discussion presented in the preceding paragraphs
For example, it was divided from M+ M6. Optimal  shows the performance of LSSVM as in the original
model parameters ensure the success of the LSSVMmodel, i.e. it is not combined with any other
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component(s). The performance produced by this modestation, the MWL6 model has the smallest MSE (0.0007)

is recorded for drawing comparisons with the otherand MAE (0.0172) and the highest R (0.9880) in the

competing model. In this regard the next sectiontraining phase. However, for the testing phase, the best
combines LSSVM with DWT. As established earlier these MSE (0.0011) and MAE (0.0248) and R (0.9729) were

combinations are attempted under a single objective, i.eobtained for the model input combination MW6.

how to improve the performance of proposed models

without losing the level of accuracy.

fl Table 4 Forecasting performance indicates of Wavelet +
4.2 Flttlng Wavelet and LSSVM to the Data LSSVM (WLSSVM) for Jhelum River of Pakistan

In an effort to improve the performance of the model — Trsligigg - - — T&sliigg -
“S?d’ th's brings to light the performance of the model M\i/Lel 0.0330 0.1519 0.4601 0.0209 0.1226 0.5575
which is made by combining two components. The ywi> 00026 00381 09692 00034 00441 09415
candidate components are DWT and LSSVM. An MwL3 00025 0.0366 0.9696 0.0029 0.0405 0.9481
important and immediate benefit of DWT is its ability to m\\;vvt;‘ 8-8%121 %Ogggl 05’287811 0-%03(7)29 0-0385»3950-9%1;487
plecompo_se the given data. W'.th. this decc_)mposmon data e ooo2s 00356 09716 0.0030 0.0387 0.9480
integrity is ensured and the original data is recovered at

certain stage of execution. The decomposed data is

expected to put a minimal load on system resources, both

in terms of software and hardware. Once this load is

properly managed it ensures system optimization.

Before training LSSVM, DWT 33|, [34] was employed Table 5 Forecasting performance indicates of Wavelet +
to decompose the given time series data. TheLSSVM (WLSSVM) for Chenab River of Pakistan
decomposition of data is a finite step and it is expected to Training Testng

provide acceptable results by using a specific level of Model MSE  MAE R MSE  MAE R
decomposition. In order to know that specific level, WS 8-8(1)?2 g-égﬁ g-g;gg 8-83% 8-8282 8-22?2
gengrally .the reIe_monM — Iog(n) IS usgd B3. Th|s MWL3 00008 0.0185 0.9861 0.0011 0.0251 0.9730
relatlonshlp describes Iength of time series data in terms MWL4  0.0011 0.0204 0.9825 0.0014 0.0279 0.9678
of n and levels of decompositions in terms Bf. For MWL5  0.0012 0.0227 0.9804 0.0014 0.0276 0.9653
testing the aforementioned model, this study keepsMWL6 00007 00172 0.9880 00011 00247 09735

n = 480 and 550. This represents the monthly data for

each river, i.e. for Jhelum and Chenab. With these values

of 'n’ the decomposition level#!’ are found to be 336,

37].
57 4.3 Fitting Wavelet, PCA and LSSVM to the

The decomposed components produced by DWT ardData (WPLSSVM)
of two types known assignificanf components and
"approximated components. The significant components The objective is to optimize the system in term of
represented byDs whereas, approximated components computational resources and accuracy. The same time
are represented b\As. ‘D1’ represents the time series series data as mentioned in the preceding models, i.e. the
data covering two monthsime, 'D2’ represents the time models which are discussed above. The results obtained
series data describing four month&me and 'D3 by using WPLSSVM were found to be highly accurate;
represents the same data covering eight motithe. The  this is found to be reliable and stable. The mutual
training data for LSSVM is prepared by adding togethercomparison of WPLSSVM with LSSVM and WLSSVM
'D2, 'D3 with 'A3'. Figure 2 and Figure 3 show the showed that the proposed model, over above its
original streamflow data time and their Ds. From this performance superiority, has the capability of
combination' D1’ is dropped mainly because it produces generalization.
low co-relation. This combination is found to be effective. The significant difference between WPLSSVM, LSSVM
The results obtained by employing this combination areand WLSSVM is that the proposed model holds an
discussed in Table 4 and 5. It shows that the WLSSVMadditional component, i.e. PCA. The objective of PCA as
model has a significant positive effect on the streamflowmentioned above is just to reduce the dimensionality of
forecast. As seen from Table 4, for the Jhelum station, thehe data. In the present experimental setup PCA is
MWL4 model has the smallest MSE (0.0017) and MAE supposed to reduce the coefficient of wavelets. Looking at
(0.0306) and the highest R (0.9788) in the training phasethe performance of these three models, it was concluded
However, for the testing phase, the best MSE (0.0027)that WPLSSVM produces high accuracy 99% and error
MAE (0.0383) and R (0.9517) were obtained for the rate 1%. This level of accuracy and error rate is highly
model input combination MW4. From Table 9 for Chenab desirable. The idea of this arrangement, i.e. WPLSSVM
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Fig. 2 Decomposition wavelet sub-series components (Ds) ofFig. 3 Decomposition wavelet sub-series components (Ds) of
streamflow data of Jhelum Station. streamflow data of Chenab Station.

is depicted in Figure 4. According to this figure time
series data is collected. To optimize the system this data is
decomposed by DWT. The decomposed data produced
coefficients of DWT. These coefficients are given to PCA
which picks up the principle components and prepares a
new set of data. This set of data is finally used to train
LSSVM which is meant for estimating future data value.

um of effective Ds(details) and|
\s (approximation) as input for

The idea shown above is simulated in MATLAB

program. According to this program the forecasting @
performances of the PCA-wavelet-LSSVM (PWLSSVM)
models are presented in Table 6, 7 in terms of MSE, MAE
and R in training and testing periods. From Table 6 for the
Jhelum station, the MWPL2 model has the smallest MSE
(0.0002) and MAE (0.0071) and the highest R (0.9984) inFig. 4 The structure of the WPLSSVM.

the training phase. However, for the testing phase, the

best MSE (0.0002), MAE (0.0120) and R (0.9937) were

obtained for the model input combination MWPL2. From

Table 7 for Chenab station, the MWPL2 model has the

smallest MSE (0.0002) and MAE (0.0106) and the

highest R (0.9963) in the training phase. However, for theand R (0.9901) were obtained for the model input
testing phase, the best MSE (0.0003) and MAE (0.0137)ombination MWPL2.
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Table 6 Forecasting performance indicates of Wavelet + MAE value of WPLSSVM model is decreased to 0.0120

LSSVM (WLSSVM) for Jhelum River of Pakistan and 0.0137. The WPLSSVM model obtained the best
Training Testing value of MSE and MAE decrease 96% and 86%,
Model MSE  MAE R MSE  MAE R respectively. The best of R increases by 19% compared

W’ES 8_8(()30220 Oodggfo 039%334 . (?6833500%?1509903?901 with single LSSVM model for Jhelum data. For Chenab

MWPL3  0.0003 0.0132 0.9945 0.0005 0.0175 0.9833 data. the best of R increases by 5% and the best value
MWPL4 00004 00161 09916 00006 00196 09800 Obtained for MSE and MAE decreases 78% and 57%,
MWPL5 ~ 0.0008  0.0214 0.9847 0.0010 0.0248 0.9625 which shows a substantial improvement in the estimation

MWPL6  0.0009 0.0229 0.9832 0.0011 0.0259 0.9642 in Comparison to the LSSVM and WLSSVM

Table 7 Forecasting performance indicates of Wavelet +

LSSVM (WLSSVM) for Chenab River of Pakistan
Table 8 The performance results LSSVM, WLSSVM and

Trainin Testin . . .

Model MSEg VIAE R VISE MAEg = WPLSSVM approach during testing period

MWPL1  0.0008 0.0205 0.9854 0.0010 0.0230 0.9736 .
MWPL2 00002 0.0106 0.9963 0.0003 0.0137 0.9901 Jhelum River

MWPL3  0.0004 0.0140 09926  0.0007 0.0176 0.9820 Model MSE MAE R

MWPL4  0.0005 0.0156 0.9914 0.0007 0.0189 0.9791 LSSVM 0.0052(96%) 0.0541(78%) 0.8353(19%)
MWPL5  0.0009 0.0214 0.9841 0.0005 0.0174 0.9833 WLSSVM  0.0027(93%) 0.0383(69%)  0.9517(4%)
MWPL6  0.0008 0.0202 0.9857 0.0008 0.0195 0.9780 WPLSSVM 0.0002 0.0120 0.9937

1 95.17% 99:3%% 1 94.57% 97.35% 93.04%
83.53%

Table 9 The performance results LSSVM, WLSSVM and
WPLSSVM approach during testing period

Chenab River
- Model MSE MAE R
) LSSVM  0.0021(86%) 0.0317(57%) 0.9457(5%)
WLSSVM  0.0011(73%) 0.0247(45%) 0.9735(2%)
LM s s I WPLSSVM 0.0003 0.0137 0.9901

Models Models

g nMSE
504 3
MAE &

g
< 00561 00383

0 0012 p
00052 00027 00002

Fig. 5 Accuracy data of Jhelum Station and Chenab Station

using MSE, MAE and R. Figure 6 and Figure 7 shows the hydrograph and

scatter plot for the LSSVM, WLSSVM and WPLSSVM
models for the testing period. It can be seen that the
WPLSSVM forecasts closer to the observed data for both

5 Discussions station.

The performance of the models investigated during this
study is presented in the tables from—15. This 6 Conclusions
performance was measured by using well known
performance measuring methods, i.e. MSE, MAE, R.We propose WPLSSVM model based on DWT, PCA and
Figure 5 shows graphical representation of the computind. SSVM for forecasting streamflows. The monthly
models. The graphs compare the accuracy of MSE, MAEstreamflow time series is decomposed at three levels by
and R. DWT. Each level carries most of the information and
In Table 8 and 9 and Figure 5, shows that WPLSSVM plays a distinct role in original time series. Sub-serias ar
has good performance, and when compared with LSSVMused as inputs to PCA to minimize the dimensionality of
and WLSSVM. The correlation coefficient (R) for Jhelum high dimensional input vectors 90% the dimensions,
River and Chenab River data obtained by LSSVM modelswhich were original, and the dimensions, which we
is 0.8353 and 0.9457 and by WLSSVM models is 0.9515finally decided to use. Finally LSSVM which is the last
and 0.9735 respectively, with WPLSSVM maodel, the R component of the proposed model produces the required
value is increased to 0.9937 and 0.9901. The MSEestimated values. The WPLSSVM is trained and tested by
obtained by LSSVM models is 0.0052 and 0.0021 for different combinations of monthly streamflow data of
both data sets respectively with WPLSSVM model this Chanari station in Jhelum River and Marala station in
value is decreased to 0.0002 and 0.0003. Similarly, whileChenab in Punjab of Pakistan. Then, LSSVM and
the MAE obtained by LSSVM is 0.0541 and 0.0317, the WLSSVM models are constructed with new series as
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Fig. 6 Predicted and observed streamflow during testing periodFig. 7 Predicted and observed streamflow during testing period
by LSSVM, WLSSVM and WPLSSVM for Jhelum Station. by LSSVM, WLSSVM and WPLSSVM for Chenab Station.
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